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Abstract—Despite a global recognition of the problem, and massive investment from researchers and practitioners, the evolution of complex software systems is still a major challenge for today’s architects and developers. In the context of product lines, or highly configurable systems, variability in the implementation and design makes many of the pre-existing challenges even more difficult to tackle. Many approaches and tools have been designed, but developers still miss the tools and methods enabling safe evolution of complex, variable systems.

In this paper, we present our research plans toward this goal: making the evolution of software product lines safer. We show, by use of two concrete examples of changes that occurred in Linux, that simple heuristics can be applied to facilitate change comprehension and avoid common mistakes, without relying on heavy tooling. Based on those observations, we present the steps we intend to take to build a framework to regroup and classify changes, run simple checks, and eventually increase the quality of code deliveries affecting the variability model, mapping and implementation of software product lines.

I. PROBLEM STATEMENT AND OBJECTIVE

Software evolution has been extensively studied over the past decades, highlighting that the process remains, even today, a source of concerns for architects and designers. In the context of software product lines (SPLs), additional constraints emerging from the required variability are imposed on components or subsystems, adding one more layer of complexity to the problem at hand and forcing engineering practices to be adapted [1]–[3]. Even with this additional complexity, product line engineering practices are the approaches of choice when aiming for efficient re-use and increased quality of families of related products [4].

To assist engineers in dealing with the increased complexity and variability related concerns when evolving SPLs, specific approaches have been devised. Several researchers focused on the study of the evolution of feature models (FMs), a formalisation of features (units of variability) and their constraints, and the validation of feature changes in the context of the FM itself [5]–[7]. Others focused on the validation of the implementation, and its correctness, by extending known techniques and adapt them to the product-line context, yielding variability-aware or family-based analysis methods [8], [9]. Finally, some approaches focused on the extraction of variability information from implementation artefacts, enabling the verification of the consistency between the feature constraints as stated in the FM and its implementation [10], [11]. Recently, Passos et al. [12] described common evolution patterns observed in the Linux kernel, a large scale, open source software product line, showing that change operations often affect the Linux feature model, the mapping between feature and implementation, and the implementation simultaneously. While tools focusing on FMs or implementation are necessary, each on its own is not sufficient as changes affect all of the three variability spaces (variability model, mapping, and implementation). Moreover, such tools and techniques are computationally and memory intensive, and despite their level of sophistication, there are known corner cases and some errors can remain undetected.

The main objective of this PhD project is to devise a tool supported approach facilitating the integration of artefact deliveries affecting the FM, the mapping, and the implementation of a SPL. We start this paper by provide a glimpse of what can be achieved in terms of change synthesis and change verification by use of two concrete examples of changes that were performed on the Linux kernel. Then, we describe how we intend to reduce the amount of faulty patches delivered during the development process of SPLs by enabling lightweight and targeted validation of complex changes. We continue by providing an outline of our methodology to reach this goal with its intermediate steps. Finally, we conclude with an overview of the current status and highlight the expected contributions of this project, ending in 1.5 years.

II. MOTIVATING EXAMPLES

We present here two evolution scenarios that took place during the maintenance of the Linux kernel. We use the first scenario to illustrate how claims made by a developer can be validated by inspecting the changes contained in a commit. With the second scenario, we show that simple heuristics could have avoided a bug. The two scenarios describe a common type of change, namely the addition of features to the Linux FM and their implementation.

A. Opportunity for Change Synthesis

Let us consider the Scenario 1, shown on the left hand side of Figure 1, the addition of a non-modular feature that was studied during the search for pattern in [12]. A new optional feature is added to the Linux kernel FM (CMDLINE_BOOL, highlighted in green). This feature is non-modular, it is not associated with any specific compilation unit, and the mapping between features and code (in Makefiles), has not been changed. When CMDLINE_BOOL is selected, the behaviour encoded in the file setup.c will be modified. Note that setup.c is unconditionally compiled if the X86 architecture is chosen. The mapping defined in Makefiles ties
the X86 feature to the `setup.o` compilation unit. Finally, the developer claims that the added feature does not modify the pre-existing behaviour when not selected.

Manually analysing `setup.c`, we find in the implementation a new `#ifdef` statement imposing a compilation condition on the presence of the new feature. We also notice that no `#elseif` statement nor conditions on the absence of the new feature can be found. Finally, the only lines of code that have been modified are guarded by `#ifdef` statements. We infer from this that the claim made by the developer is true: if the new feature is not selected, the behaviour is preserved. We believe that this can be checked automatically.

For such a commit, we can generate a high-level view of the change, summarising deliveries touching the Linux kernel FM. We can classify this change using the patterns proposed by Passos et al. [12], by determining which spaces are modified and obtaining basic information about the use of the new feature in each space. For Scenario 1, we can say that the change is the addition of a non-modular feature, it modifies the implementation of a behaviour of the feature X86 (`setup.c`). Using the heuristic presented above, we can add that the change is neutral when the new feature is not selected. This last information is important to understand the nature of the change and when choosing configurations to test.

### B. Feature Dependencies

In Scenario 2, depicted on the right hand side of Figure 1, a new driver for a media graphic accelerator is added. This addition later caused a bug, which was captured in the variability bug database created by Alba et. al [13]. The driver can be included in the kernel during the compilation process by selecting the feature STUB_POULSBO, mapped to the file `poulsbo.c` by a new Makefile. The implementation of the driver uses generic libraries associated with the feature ACPI_VIDEO. This dependency is shown in the Linux FM, by the “select” constraint between STUB_POULSBO and ACPI_VIDEO, and by the “call” relationship between the files `poulsbo.c` and `video.h`. The ACPI_VIDEO feature itself depends on the feature BACKLIGHT_CLASS_DEVICE (BCD for short), and this dependency, described in the FM by the “depends” constraints between them, matches a code dependency (a function call) between the implementation of ACPI_VIDEO (`video.c`) and the implementation of BCD.

In the Linux kernel FM, a “depends” statement guarantees that a feature cannot be selected as long as its dependencies are not satisfied. Opposed to this, the “select” statement guarantees that when this feature is selected, all targeted features are included as well. However a “select” statement does not guarantee that the dependencies of the selected target are satisfied. Here, the selection of STUB_POULSBO properly includes its own implementation and the interfaces it relies on. But the code mapped with the dependencies of ACPI_VIDEO is not included, and the file `video.c` does not compile (hence the bug fix included in the second commit, highlighted in red in Figure 1). The second commit corrects this error by adding a second “select” statement on STUB_POULSBO targeting BCD, forcing the inclusion of its implementation and satisfying the dependencies of ACPI_VIDEO.

By looking at the hierarchy of the new feature, and the hierarchy of the selected target, one can see that this situation is problematic, and this without introspecting the entire model. If we were to generate a change report for the initial commit, we would be able to provide the following information. This change can be classified as the addition of a new modular feature (STUB_POULSBO is associated with a new compilation unit). We include a warning regarding the unsafe usage of the
III. METHODOLOGY

In the two examples presented above, the information extraction and the verification of dependencies was done using partial information about the Linux FM and its implementation. The modified implementation artefacts guided us both in deciding what to verify and how to perform the verification. The analyses done in those examples are experience-based, so probably incomplete, but are sufficient to create additional knowledge that could have been useful to the developers at the time. Those three aspects, partial information, local information, and heuristics-based verifications are key elements in the efficient analysis of changes performed in SPLs.

During this PhD project, we will determine the extent to which such reasoning can be automated, and help in making each patch safe with respect to known bugs. We aim at leveraging their apparent simplicity to create holistic views of complex changes. The target is to build change reports that will support developers with targeted implementation verifications of known pitfalls, either when delivering new code or when integrating patches. We know that changes are not done in a single commit, so given a set of commits, we need to regroup related commits based on the feature(s) that they impact. This defines which artefact changes should investigated. Then, we match each commit group with a known evolution pattern, giving us an abstract description of the change and several of its expected characteristics. Finally, we can choose the information to extract and verification heuristics to apply.

By using heuristics, we aim at lowering the cost of validation imposed by formal approaches. Additionally, we will rely as much as possible on local information - local with respect to the changes that occurred, guaranteeing that the information we use is familiar to the developer performing the changes; facilitating the interpretation of our results. Finally, the solution should impose as little overhead as possible to developers during their development process. To reach this goal, several research challenges must first be met.

Gathering changes. Our first step will be to regroup related commits participating in the evolution of a SPL. But this is non-trivial. How does one regroup changes affecting heterogeneous implementation artefacts? In the case of Linux, the feature model is described in the Kconfig format, the Makefiles contain shell scripts and the source code is mostly in C. Moreover, Linux is hosted in a Git repository. How does one define a relevant commit window in which to search for related commits, in a system heavily relying on parallel branches, and where time is a relative thing [14]? By answering those questions, we obtain the means to regroup related commits, and gather knowledge about the delivery habits of developers working on SPLs.

From changes to patterns. Once we obtained an efficient and reliable way of regrouping commits into consistent changes, we can classify them according to known co-evolution patterns. In this context, no such approach exists yet. We need to answer the following questions: how should each pattern be describe so that we can identify their instances given a set of modified files? how can this be applied systematically over large sets of commit groups? The representation of the pattern that we will use here should be sufficient for us to derive rules that can be implemented in a tool enabling automatic identification of pattern instances. This representation might itself be useful for further automation, or to describe changes occurring in different contexts.

Checking pattern properties. The core of work will be done in this last step, consisting in identifying the heuristics to use with each pattern. Our initial choice of checks will target common bugs occurring in SPLs [13]. The challenges that we will face here can be summarised by the following questions: What characteristics of a change should be checked in a given context? How do the results of an heuristic-based approach compare to existing techniques? By answering those questions, we refine our knowledge on the relevant properties of change operations in SPLs, and obtain a basis to implement validation heuristics. For this step, we will consider adapting existing tools, tuning them to work with partial and local information.

To answer those questions, we will conduct several case studies on open-source, and possibly industrial, SPLs. We will build our approach first for the Linux kernel: regrouping commits, identifying instances of frequently used patterns, and performing a minimal yet relevant set of checks inspired by know variability related bugs [13], and bug fixes captured during the manual analysis performed during the discovery of co-evolution patterns [15]. Then, we will refine our approach to match more patterns and run checks for more types of bugs. While we focus on SPLs, our approach should be applicable to any highly variable system with an explicit variability model (such as aXTLS or SeaBios). Each case study will be performed on multiple systems, to guarantee the generalizability of our results. Each step will give us the opportunity to advance toward our objective, and allow us to formalise detailed knowledge on SPL evolution which will be compiled as the last output of this project.

IV. VALIDATION STRATEGY

Each step will require its own validation, but to prove that our approach is useful, we will build a tool automating the different steps described above. We will start by building a prototype and incrementally augmenting its capabilities as we progress through our research. We can compare the output of our tool with the manual analysis that was performed in the context of [12], both grouping commits, and validating the matching between changes and patterns. Additional manual analysis will be done, but we can rely on this information as a reference set. Once we start building heuristics, we will
compare our approach with existing tools; using Undertaker [11] to identify dead code block, and TypeChef [8] to check for dangling dependencies for instance. The last validation step of our work will consist in surveys and interviews to gather feedback from developers on the value of the information that we can provide them with.

V. Progress

My PhD research started in March 2012, under the supervision of Prof. Dr. Arie van Deursen and Prof. Dr. Martin Pinzger. We started by studying the evolution of SPLs from a feature perspective, specifically on the Linux kernel [16] and in the context of an industrial product line [7]. Through this work, we obtained a detailed understanding of feature changes and their impact in two different contexts, and means to capture and analyse them. We extended our work on the Linux kernel, obtaining further knowledge on the inner workings of its FM and its evolution [17]. More recently, I cooperated with Leonardo Passos on the extension of his work on co-evolution pattern identification [15]. My work so far resulted in the following three publications [7], [16], [17], and my participation in a fourth [15].

Our next concrete milestone is in early 2015 and is concerned with regrouping related commits affecting features of the Linux kernel. In the meantime, I will continue to collaborate with Leonardo Passos, to generalise the co-evolution patterns already identified. The next steps will be completed by the Spring of 2016 and will result in a thesis compiling our findings on the safe evolution of large scale SPLs.

VI. Expected Contributions

Our end goal is to facilitate the maintenance and evolution of complex, highly variable systems. By following the steps presented in this paper, we expect to make the following contributions: (1) A theory on the feature-oriented evolution of SPLs; (2) Tools and methods to extract information from implementation patches, both for implementation verification and change comprehension; (3) A repository mining methodology to regroup changes affecting heterogeneous implementation artefacts using domain level information (features in this case); (4) An approach to match evolution patterns to file changes and its application to the Linux kernel. Finally, we will make all tools and datasets built for this work publicly available, both for the reproducibility of our experiments and for researchers to use them as they see fit.

Despite our best effort, it will not be possible for us to cover all known co-evolution patterns nor all types of checks that would guarantee the safety of a feature related change. Yet, we believe that this work will provide to researchers and practitioners the tools and knowledge necessary to fully understand the potential benefits and limitations of a feature-oriented, pattern-based approach to support the evolution of complex highly variable systems.
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