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ABSTRACT

Today’s web applications increasingly rely on client-side code execution. HTML is not just created on the server, but manipulated extensively within the browser through JavaScript code. In this paper, we seek to understand the software engineering implications of this. We look at deviations from many known best practices in such areas of performance, accessibility, and correct structuring of HTML documents. Furthermore, we assess to what extent such deviations manifest themselves through client-side code manipulation only. To answer these questions, we conducted a large scale experiment, involving automated client-enabled crawling of over 4000 web applications, resulting in over 100,000,000 pages analyzed, and close to 1,000,000 unique client-side user interface states. Our findings show that the majority of sites contain a substantial number of problems, making sites unnecessarily slow, inaccessible for the visually impaired, and with layout that is unpredictable due to errors in the dynamically modified DOM trees.

Categories and Subject Descriptors
D.2.5 [Software Engineering]: Testing and Debugging

General Terms
Measurement, Performance, Experimentation

Keywords
Web development best practices, Crawling, JavaScript, Automatic error detection

1. INTRODUCTION

The web provides a versatile medium for developing software applications that are universally reachable and executable through web browsers. Despite their enormous success and popularity, web-based systems are generally infamous for being poorly developed. The reasons are twofold.

First, the web was originally designed for document sharing between researchers [4]. Web technologies had to evolve to support the full fledged web applications that we witness replace desktop applications today. In an effort to remain backward compatible, this evolution took place on existing technologies and languages. As a result, web developers need to cope with scripting languages such as JavaScript, which is known to be error-prone [17, 18]. In addition, to provide responsive interfaces, JavaScript interacts with the Document Object Model (DOM), allowing developers to not only change the layout of a page using the HTML elements, but also load extra style sheets and script files at runtime.

Understanding these complex dynamic inter-relations is a challenging task for many developers [1].

Second, the web’s openness and flexibility facilitate writing and deploying code, which has led to a rich and diverse set of sites around the globe. At the same time, the permissive nature of web browsers allows people to ignore best practices (pertaining to, e.g., performance) and write code that violates web standards from the W3C (on, e.g., the DOM structure and web accessibility). As a result, many web applications are believed to contain errors and malpractices even in production environments.

In this paper, we set out to quantify and characterize such deviations and errors in practice. Our goal is to gain an understanding of the current state of the practice in the wild. To that end, we conduct a large-scale empirical study on 4,211 randomly selected online sites, in order to answer the following research questions:

RQ1 How dynamic is the current client-side web? Do conventional static analysis tools suffice to inspect and monitor the web?

RQ2 How prevalent and severe are W3C standards violations and errors in practice?

RQ3 What are the most common network performance issues that occur in practice?

RQ4 How accessible is the web in practice? Do developers follow the accessibility guidelines?

Other empirical studies have measured JavaScript bugs [17] and runtime exceptions [18], the use of eval to dynamically generate JavaScript code [19], insecure JavaScript practices [27], and imports from external sources [16]. To the best of our knowledge, our work provides the largest dataset (4,211 sites) presenting a new empirical perspective on the current state of the practice on the web.
Our results show that 90% of the applications perform DOM manipulations after they are loaded, 51.1% of the applications contain ambiguous IDs, most web applications leave much to be desired in the performance area and 60% of the applications are not built to be accessible to visually impaired users.

2. METHODOLOGY

2.1 Data Collection

To examine the state of practice in current web applications, we randomly select 4,211 web sites from the Internet using an online URL generator.1 For each of these sites, we obtain all client-side states by employing a crawler capable of executing client-side (JavaScript) code.

Event-based Crawling. Traditional crawlers search the web for hypertext links [5, 10]. However, when a web application uses JavaScript to manipulate the DOM and add event-listeners dynamically, merely analyzing hypertext links and static HTML code does not suffice anymore. Modern event-based crawlers circumvent this issue by using a browser to interact with the JavaScript runtime environment. As such, they can interact with any element in the DOM, thereby gaining access to the internal dynamic DOM structure and its mutation transitions after each event.

In this study, we use an event-based crawler, CRAWLJAX [14], capable of exploring dynamic DOM states. This allows us to examine how dynamic the web is currently (RQ1).

Crawling Setup. We instantiate multiple crawlers running on 8 different machines and direct their outputs to one receiving server, which stores the data in a SQL database. The crawler is configured to give an extensive insight into a web application yet take a representative sample if the site is too large. More specifically, it is configured:

- to use a string-based comparison of the DOM trees of potential new states. This is a sensitive state comparison offering a high coverage of the application, i.e., every structural change is seen as a new state;
- to click every interaction element only once, to speed up the process. This means that if the resulting execution path of a certain interaction element in the exact same DOM state behaves differently based on a certain state (e.g., Time, JavaScript memory variable) it will only check one of those execution paths;
- to click on only HTML tags of type A, BUTTON, and INPUT; input fields are filled with random values.
- to limit the maximum runtime for each crawl to two hours. This is a basic safeguard against crawl traps or huge web applications such as Wikipedia or Facebook.

Using the crawler we collect the required data for this study, more specifically, we:

- save the resulting state-flow graph [14] for each given web site. The nodes of this graph represent DOM states and the edges represent event-based transitions between the states;
- collect all headers sent and received between the browser and server of the web site using a proxy server;
- capture a snapshot of each visited DOM state and convert it to static HTML code;
- count the number of unique URL changes in each site.

Full details of the data collection procedure as well as the resulting dataset are provided in [15].

2.2 Analysis

Measuring Dynamism (RQ1). We measure the dynamism of a web site in three different ways:

1. We compare the number of URLs against the number of states observed in each site. This ratio provides an estimation of how many states there are under each particular static URL;
2. By searching the resulting state-flow graph from each site, we analyze state transitions to check whether the edges (i.e., clicks) are hypertext links (anchor tags have a valid HREF value). If the edge is not a hypertext link, then the resulting state is a dynamic DOM state;
3. We compare the initial HTML sent by the server with the DOM/HTML structure in the browser after waiting for five seconds once the page is loaded. This gives any potential JavaScript code on the client-side enough time to dynamically mutate the page.

We measure the difference between the HTML received from the server and the DOM in the browser by performing an HTTP GET request on the URL. We simultaneously direct a Firefox browser to that same URL. After both the request and Firefox have opened the URL, our technique compares the received HTML and the DOM captured in Firefox. Our technique is available as a tool on GitHub.2

W3C Standard Violations (RQ2). To validate the obtained HTML code, we use the official W3C HTML Validator3 with the HTML-5 extensions4 enabled.

Network Performance (RQ3). We intercept all the HTTP requests and responses during each crawl session, by using an enhanced version of an open source proxy server, called BrowserMob.5 To evaluate the adoption of best practices for optimizing client/server network performance, we base our analysis on best practices advocated by Yahoo! [26], Google [9] and others [11, 21]. Industrial tools such as YSlow6 and Google Page Speed7 offer insight into, e.g., the number of resources downloaded, the time needed to download them, and the time required to render them in the browser. They also offer suggestions to improve performance using best practices.

However, such tools only work on one page load. For this study, we apply the performance analysis to every page load throughout the application. Hence, we are able to create a performance overview of the entire application, for all the experimental objects.

Accessibility Analysis (RQ4). To assess the accessibility of the application we scan the obtained HTML code for best practices from W3C’s Web Accessibility Initiative [25].

1http://www.randomwebsite.com
2http://github.io/alexnederlof/rendered-web/
3http://validator.w3.org
4http://about.validator.nu Version 2.0
5https://github.com/alexnederlof/browsermob-proxy
6http://yslow.org
7https://developers.google.com/speed/pagesspeed/
2.3 Overview of the Resulting Dataset

Our empirical study resulted in a dataset with 4,211 web applications, which has over 114,962,696 HTTP headers and 2,974,641 DOM states. The database includes well-known applications such as Google.com, Facebook.com and Twitter.com. The applications span 101 different top-level domains, range from 1 to 26921 unique states, and include up to 2,253,278 W3C validation errors.

The dataset also contains all the errors and warnings per state reported by the W3C HTML validator. Finally, the dataset contains a state flow graph of every web application pertaining to the crawled states and the transitions between them.

The total processing time to collect this data took about 51 days, starting in August 2013.

The server received approximately 61 new web applications per day to analyze. That is about 20 headers per second and one DOM every two seconds. The resulting database is 216 Gigabyte large.

3. MEASURING CLIENT-SIDE DOM MANIPULATION

Our first research question relates to the amount of DOM manipulation that happens on the client-side dynamically. Our hypothesis is that many of today’s web applications use client-side DOM manipulations, instead of loading documents that are completely created at the server side. Consequently using static analysis to test and analyze a web application does not suffice. To measure how much static analysis tools miss, we collect the three metrics that look at dynamism on the client-side as discussed in the previous section. Below, we discuss the results for each metric.

3.1 States per URL

The first metric measures the number of states seen under each unique URL. Traditionally, each URL of a web site points to a single HTML document on the server, giving us a one-on-one mapping between the two. Figure 1 depicts the relation in current web applications. There are no web applications underneath the diagonal since each URL points at least to one HTML/DOM state.

The figure shows that most applications today diverge from the traditional one-on-one ratio between URLs and states. Our results shows that per URL there are 16.0 states on average, with the first quantile at 1.0, the median at 2.0 and the third quantile at 5.0. This means that if a static analysis tool would request a certain URL once, without any context, it would miss 51.8% of the states.

The number of URLs for this metric includes duplicate URLs and 2,974,641 DOM states. The database includes well-known applications such as Google.com, Facebook.com and Twitter.com. The applications span 101 different top-level domains, range from 1 to 26921 unique states, and include up to 2,253,278 W3C validation errors.

3.2 States without a URL

The second metric measures the number of states that are only reachable by interacting with the browser. This can either be because the web application requires input (for which we insert random text), or because the state transition was not caused by an anchor tag with a href attribute. We analyzed the edges of the inferred state-flow graph, through a breadth-first search, looking for states triggered by an anchor tag with a href containing an URL (excluding the fragment identifier #). We marked those states as reachable. All other states are marked as unreachable. By comparing the number of reachable versus unreachable states, we find the number of states hidden from a traditional hyperlink-based crawler.

We found that on average 85% of the graph is reachable through hyperlinks. The first quantile is at 80%, the median is at 96%, and the third quantile is at 100%. Only 32% of the applications contained no unreachable states.

We should note that there are two cases we did not account for in our study:

- If an anchor tag is inserted through JavaScript on the client-side, a traditional crawler would not be able to find it, since such a crawler does not execute JavaScript.
- We have only analyzed states resulting from clicking on anchor and input elements. Thus, our study ignores other HTML element types, such as div or span with click-handlers that can potentially change the DOM state. A recent study [2] has shown that when such elements are included in the analysis, on average, 62% of states detected are unreachable.

Thus, the results we present here are the under bound of the actual numbers of unreachable states, due to the two cases described above. This means that hyper-text-based crawlers will miss states on at least two out of three applications.

3.3 Post-load DOM Comparison

The last metric we used is a measurement of the difference between the HTML code retrieved from the server and the HTML code observed in the browser after a five second wait period. We looked at the textual content in the HTML elements and the number of elements changed. This means adding/removing elements and attributes are counted...
as changes. If text is removed/added it counts as one change. If text is modified it is seen as an add and a remove operation and therefore counts as two. Table 1 shows the number of DOM manipulations on the index page of all web applications.

Another interesting observation is that 64% of the applications crawled modify the DOM after it has been loaded if we look at the textual content of the DOM. If we look at the number of elements changed, it is even more: using a threshold of 25 elements to make the analysis less sensitive we find that 89% of the applications are manipulating elements in the DOM. Setting the threshold to 100 elements shows us that 65% of the applications manipulate the DOM after the browser loads.

These manipulations mainly come from two sources: First, web browsers (Firefox in this case) normalize the HTML code received from the server. They attempt a best effort to repair any broken HTML code by inserting missing tags and adding missing elements. However, the browser never changes the textual content of the HTML. The second main source of DOM changes is JavaScript mutating the DOM at runtime inside the browser.

Our results show that around 90% of the web applications we investigated perform some degree of client-side DOM manipulation after they have been loaded inside the browser. This primarily shows us how much static analysis tools would miss if they just ran on the static HTML code as received from the server.

4. STRUCTURAL ERRORS

In this section, we present our results on the number of errors and warnings reported by applying the W3C validator to the structure of every DOM/HTML state in our dataset. Further, we discuss the three most severe violations, namely, non-unique IDs, missing Doctype declarations, and broken HTML layouts. We have chosen the W3C standard over the WHATWG standard because the W3C HTML-5 standard is static and therefore verifiable in the future, whereas the WHATWG is a continuously evolving standard.

4.1 W3C Errors and Warnings

Table 2 shows an overview of the number of detected W3C errors and warnings. The table presents the average and quantiles of the distribution of errors and warnings, per web application. Since larger web applications tend to have a higher number of errors, we also show the total number of errors and warnings normalized on the number of URLs and states. Looking at the median of total errors per state we see it is at 14.4. The number of unique errors per site has its median at 30, while the total is at 3,991.5.

4.2 Non-Unique IDs

The ID attribute assigns an identifier to an HTML element. According to the W3C HTML standard [23] this identifier must be unique in the HTML document. It is important to have unique element identifiers since IDs are extensively used by JavaScript to retrieve elements from the DOM, e.g., `doc.getElementById('id-89')`. If more than one element has the same ID, most browsers return the first element on the DOM. This can easily result in erroneous states in practice.

In our study, we found that 51.1% of the sites contain states with non-unique IDs. We zoomed into those sites and looked at how many states contained the same ID more than once. Our analysis showed that it happens on 35.7% of the states. The distribution of the percentage of states with non-unique ID can be seen in Figure 2. We see 70% of the applications make the mistake on more than 5% of their states, indicating the mistake is being repeated. The data also shows that although 630 applications make the mistake in only up to 5% of their states (the leftmost bar), there are many more applications that make the mistake more often. There are over 276 sites in which almost every (more than 95%) state includes ambiguous IDs (the rightmost bar in Figure 2).

A reason this error occurs so often might be that when the developer chooses an ID for an element, she needs to know

---

**Table 2: Errors and warnings as reported by the W3C validator per web application.**

<table>
<thead>
<tr>
<th></th>
<th>Average</th>
<th>Median</th>
<th>$q_1$</th>
<th>$q_3$</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unique errors</td>
<td>58.3</td>
<td>12.0</td>
<td>30.0</td>
<td>60.0</td>
<td>12388.0</td>
</tr>
<tr>
<td>Total errors</td>
<td>23,984.1</td>
<td>263.0</td>
<td>3,991.5</td>
<td>18,625.8</td>
<td>2,253,278.0</td>
</tr>
<tr>
<td>Unique warnings</td>
<td>1.7</td>
<td>0.0</td>
<td>1.0</td>
<td>3.0</td>
<td>475.0</td>
</tr>
<tr>
<td>Total warnings</td>
<td>8,070.8</td>
<td>0.0</td>
<td>30.0</td>
<td>825.5</td>
<td>1,065,212.0</td>
</tr>
<tr>
<td>Total errors per URL</td>
<td>805.5</td>
<td>10.5</td>
<td>32.1</td>
<td>144.4</td>
<td>506,404.0</td>
</tr>
<tr>
<td>Total errors per State</td>
<td>34.6</td>
<td>6.2</td>
<td>14.4</td>
<td>33.0</td>
<td>2,482.1</td>
</tr>
<tr>
<td>Total warnings per URL</td>
<td>182.9</td>
<td>0.0</td>
<td>0.5</td>
<td>7.8</td>
<td>63,127.5</td>
</tr>
<tr>
<td>Total warnings per State</td>
<td>12.5</td>
<td>0.0</td>
<td>0.2</td>
<td>2.9</td>
<td>1,882.9</td>
</tr>
</tbody>
</table>

*Note: The unique errors are grouped by type. This means that if a developer makes the same mistake twice, the error is counted once.*
Figure 3: Screenshot of Pek WM version comparison.

```html
<tr class="commit_diff_line" id="src/pekwm.hh50">
<td class="commit_diff_number">90c</td>
	static void forceReload(void) {
		_cfg_files.forceReload();
	}
</tr>
```

Figure 4: Sample of the website of Pek WM’s DOM which IDs are already taken to be able to make up a new unique ID. However, she cannot see all the IDs of elements that might be added at runtime using DOM manipulations. That is because in the web development environment, developers only have static analysis tools at hand, that cannot check these DOM manipulations. If a developer would have a list of all the used IDs at hand, these errors would be easy to solve by assigning a new unique id.

To get a better understanding of these non-unique ID errors, we closely examined two concrete instances in our dataset.

PeK WM. Pek WM\(^9\) is the website of an OpenSource linux window manager. This site contained the most non-unique IDs in our dataset. The site provides a history of all the code contributed to the product. One view shows the difference between two versions with optional annotations on a line that differs. A screenshot of this view can be seen in Figure 3. The markup is done using a table and a line of code is presented as shown in Figure 4, where the line is given the ID ‘src/pekwm.hh50’. Apparently, the ID is based on the line in the original file this annotation refers to. This piece of HTML is most likely generated by either JavaScript or server-side code. The problem here is that when there are multiple annotations on one line, the same ID is used more than once.

This web site does not use the ID reference in JavaScript code, but only as an URL fragment identifier. When the user browses to http://pekwm.org/projects/pekwm/commits/5964#src/pekwm.hh50 the browser shows the correct line. This means that the site does not comply with the meaning of an ID, namely that it is unique. In the present case, even though this site is the one with most non-unique IDs in our data set, these double ID do not cause rendering problems, since the non-unique IDs always occur on the same line. The better design would have been to separate annotation occurrences from line-ID creation.

Evernote. On the website of Evernote,\(^10\) a note-taking utility, we encountered a subtree of the DOM that is hidden in the browser. This part of the DOM is only visible when using certain mobile devices, creating a mobile-friendly version of their web application. However, in the mobile version, the same IDs are used in as in the desktop version. Because the mobile version is not a separate page but part of the page with the desktop version some layout ID’s occur twice. For this particular application, this is a problem since we encountered this line of code in their JavaScript:

```
var containerWidth = $("#skitch\_content").innerWidth();
```

This piece of JavaScript code sets the width of the container to the width of the container with ID “skitch\_content”. However, since that ID occurs twice in the DOM, one for the mobile version, and one for the desktop version, the width will be set to the first of the two elements. This might not be what the developer intended. Finding this bug is hard since no warning is shown when an ID query returns more than one result.

4.3 No Doctype Declaration

According to the W3C standard, every HTML document should always start with a **DOCTYPE** declaration [23] telling the browser which version of HTML it is working with. When no **DOCTYPE** is specified, the developer cannot be sure which CSS rules will be applied because the browser will run in Quirks mode.\(^11\) In Quirks mode, browsers ignore the HTML and CSS standards in order to present “broken” pages that were built for old browsers of lated 90’s.

In our study, in 17.0% of the sites we visited the **DOCTYPE** was either missing from or was invalid on their *index page*. Looking at all the visited states of a given site, we found that 61.6% of the sites have at least one state that does not define a Doctype.

This error is particularly important because it can potentially corrupt the style of a page depending on the browser version. This is typically challenging to test for web developers and therefore it is easy for the error to sneak into production sites. We can see the result of such a difference in rendering in Figures 5 and 6. The pages are rendered with exactly the same HTML and CSS except that Figure 5 does not specify a **DOCTYPE**.

4.4 Broken Layout

To be able to display a web page correctly, it is best if the browser receives valid HTML. However, in our study, we encountered a substantial amount of incorrect HTML code, which we discuss in this section.

Developers can generate incorrect HTML both at the server-side and at the client-side. Through JavaScript, it is possible to add/remove elements or attributes to/from the DOM in places where it would make the structure invalid according to the specifications of HTML version declared (if any). In fact, there is currently little support for developers to check and maintain the validity of the document after programatic DOM mutations.

In 13.0% of the sites, we found invalid HTML caused by the absence of a mandatory closing tag or a closing “>” for the specified HTML version. In all other cases, the browser would *try to make the best of it*. For example, when a DIV element is not closed, the browser has to assume that what-

\(^9\)http://pekwm.org
\(^10\)http://evernote.com/premium
\(^11\)http://quirks.spec.whatwg.org
ever follows is a child of that same DIV. This can have serious consequences for layout rendering.

In 19.8% of the sites, we found elements missing or misplaced. For example, we found 189,332 states in 659 applications that used elements, which are unknown to the specified HTML version. This can either be a non-standard element or an element that was introduced in a later version of HTML. In the former case they will be ignored by the browser, and in the latter case most browsers will render the element in any case.

Finally, 9.3% of the sites have issues in their attributes such as a double attribute or an element missing a required attribute. For example, we found 5,099 states in 72 applications where the img element was missing its required src attribute; without this attribute, the browser has no way of knowing where to load the image from.

Similar to a missing DOCTYPE, this error occurs without any warnings from the browser. Without proper tooling, a developer might remain completely oblivious to the fact that they are shipping these errors into their production environment. If the developer would know where these errors occur, they are easy enough to fix by correcting the HTML syntax.

5. NETWORK PERFORMANCE

Using a proxy combined with a JavaScript-enabled crawler also gave us insights into the state of the practice regarding certain performance aspects of current web applications.

5.1 Caching Strategies

Caching aims at reducing the number of HTTP requests. We investigated three methods available in practice for caching: caching declarations in the header, the use of ETags, and the use of HTML-5’s cache manifest.

Header Declarations. When a resource declares a Cache-Control or Expires header, this instructs the browser how long or until when a certain resource can be cached. When no strategy is defined, a developer cannot be certain whether the resource will be cached or not [8].

We found that only 57.1% of the headers we intercepted define an explicit cache strategy. Ideally, all headers should have a strategy defined.

Entity Tags (ETags). Besides the ability to cache resources, the HTTP protocol also offers a check-before-load process [8]. This is supported through so called ETags. An ETag is a unique string for a resource, much like a hash. It is sent along with the resource to the client so the client can send the ETag when it requires the resource again. If the resource has not changed, the server returns status code 304: Not modified without any content.

Only 27.4% of the headers in our dataset made use of the ETag feature. ETags can reduce network load but are not always necessary. When either the calculation of the ETag is expensive or when a developer is certain the resource is only valid for a given time, sending a client a cache strategy is a better choice than using ETags.

Cache manifest. There is an explicit cache control available in HTML-5 called the application cache [24]. This technique uses a special file called the cache manifest that lists all the resources that can be cached permanently in the browser. When a user opens the web application, the browser only has to check if the cache manifest file has been changed. Even though nearly half of the applications in our dataset have the HTML-5 Doctype (see [15] for an analysis of the use of HTML-5 in our data set) not a single site in our dataset used this technology.

5.2 Compress Components

Compressing a resource before sending it to the browser can lead to a size reduction of up to 70%. Even for today’s smartphones, the advantages outweigh the overhead of decompressing at the client side. The exception to this rule of thumb are resources that are smaller than 150 bytes and binary files. That is because images and binary files are often already zipped and cannot be compressed much further.

However, compressing textual content, which is abundant on the web, can improve performance significantly.

Looking at our data, we see that only 20.0% of the headers used compression. Unfortunately our dataset does not tell us what type of file was transferred but we find it unlikely that the 79.98% of uncompressed resources were all binary files of smaller than 150 bytes.

5.3 Stylesheets in the Head

When the browser loads a page, it first receives the HTML, then parses the DOM, reads the stylesheets from the head element and then starts rendering the content of the body element. While rendering, it uses a CSS engine that compiles the rules defined in the stylesheets. If a stylesheet is added after the head element, the browser is forced to re-compile the rules and re-render the page. This is an expensive process and should be avoided. Therefore, the stylesheets should always be placed inside the head element and not in the body.

However, we found that 56.5% of the applications violate this best practice at some point in their pages. Of these applications, the distribution of the percentage of states that violate this practice can be seen in Figure 7. 64.1% of the applications violate this best practice on more than 10% of
their states. We conjecture that the developers of these systems simply do not know that late loading of style sheets leads to performance penalties. The other 35.9% might be aware of this issue, but are likely unaware that their application actually has this problem.

5.4 Non-Blocking Scripts

The way JavaScript is imported, can also lead to a performance penalty. JavaScript can be imported into HTML code in two ways: (1) embedding the JavaScript code in a script tag, or (2) keeping an empty script tag that points to a JavaScript file.

When JavaScript is declared in the head element, as the W3C standard prescribes, the browser will be blocked until the resource is fully downloaded, parsed, and its execution has started. To circumvent possible delays caused by this blocking behaviour, developers add the JavaScript code in the body element, right before its end tag </body>. That way, the DOM is rendered before the script loads and the user can see the page, albeit without the JavaScript interactions.

To provide developers with a proper solution, HTML-5 specifies a way to load resources without blocking the browser from the head element. This is done by declaring the defer or async property, which can load the resource without blocking. The difference between the two is that when two resources are loaded with the async attribute they can start as soon as the script is loaded. However, when they are loaded with the defer attribute, they are run when the browser is finished parsing. This is useful for scripts that do not write to the DOM. This process is illustrated in Figure 8.

In our study, we found that 56.18% of the web applications already use the async attribute and that 5.43% use the deferred attribute. We also looked at the distribution between the import of JavaScript in a blocking way versus a non-blocking way. Figure 8 depicts the distribution of sites, according to the percentage of non-blocking JavaScript.

In summary, we see that the majority of developers has embraced HTML-5’s new facilities for asynchronous JavaScript loading, but that a substantial number of web sites still load JavaScript code in a blocking manner.

6. ACCESSIBILITY

To allow people with a disability to use a web application, a developer has to comply to certain rules [25]. In our data set, we have looked at some of these rules and whether they are adopted in practice. The rules we considered concern people who are visually impaired. These people use so-called screen readers that parse the HTML code to either read the page aloud, or print it to Braille.

Because the information on a page is not ordered according to its relevance from top to bottom, a screen reader cannot just read the HTML content. Furthermore, the visual layout of a web application helps people without a disability to understand context of the information. When reading top-to-bottom, this context is much harder to convey.

6.1 Navigational Assistance

By allowing a screen reader to point out the role of a certain DOM element, visually impaired users are enabled to speed up their browsing experience by letting the screen reader only read out the sections they are interested in.

Before HTML-5, developers could communicate the intent of certain elements using the role attribute, e.g., <div role='navigation'>. HTML-5 introduces semantic container elements to make this more clear. So instead of writing <div role='navigation'>, the element is called <nav>. Other new semantic elements include header, footer, figure and summary.

In our dataset, 29.63% of the sites make use of some of these semantic tags. Unfortunately, 60% of the web applications do not provide the screen reader with any information about the structure of the page. 25% of the sites use both semantic tags and roles and 16% of the sites use either one of the two methods.
6.2 Images and Figures

To help screen readers convey the meaning of an image developers, can specify an `alt` or `longdesc` attribute that explains what the image is about. Figure 10 presents the distribution of sites and the percentage of images that are annotated with the required attributes (the rightmost bar), which is desired, or to do it with no images at all, making the images unaccessible for the visually impaired (the leftmost bar).

6.3 Tables

Tables offer users a visually structured presentation of information. HTML offers meta tags that give visually impaired people a summary of the table and insight to the structure of the table. In our dataset, we found that of the 3156 web applications with a table in any of their states, 91.4% have tables without heading rows or columns, 98.4% of the sites have a table without a `summary` or `caption`. A mere 5.6% of the sites adhere to the specification.

Almost a decade ago, it was a common practice to use tables as a layout mechanism in a website. This is considered a bad practice today. Those applications will not have a capture, summary or headers because that is not what the table was designed for. However, it is still just as bad for screen readers, since they do not expect the layout to be put into a table. Because this used to be common practice, it might explain why a subset of the sites score so low on their table accessibility in our study.

6.4 Labels for Input Elements

Even if an input element uses a placeholder, it might not always be clear to the user what the program expects him to put in. For that reason, a developer should put the information about an input in a `label` element. That label has a `for`-attribute, which points to the `ID` of the input element.

Although this is relatively easy to implement, 36.2% of the sites with input elements do not declare an appropriate label for an input `ID`. The sites that do use this technique only apply it to 19.67% of their input elements, on average. Just 5 out of the 3292 sites that have input elements applied the technique to all input elements.

7. DISCUSSION

7.1 Revisiting our Research Questions

Based on our extensive analysis of 4,211 sites, we provide the following answers to our research questions.

**RQ1.** How dynamic is the current client-side web? Do conventional static analysis tools suffice to inspect and monitor the web? To analyze a web application to its full extent, the analysis tool needs to cover as many aspects of the application as possible. To determine the necessity of a JavaScript-enabled crawler, we measured the dynamism of the web in Section 3, using three metrics.

- Looking at the states per URL, we observe that on average one URL corresponds to 16.0 states. This means that when a static analysis tool would work by retrieving pages on a URL basis, it would only cover 51.8% of the available states.
- Looking at the number of states that are unreachable by a traditional crawler, we see that on average 85% of the states are reachable through following hyperlinks, i.e., 25% are reachable through JavaScript event-based state transitions. This is the lower bound of unreachable states since we have not looked at all interaction elements.
- Comparing the HTML received from the server to the DOM observer in the browser after 5 seconds, we see that 90% of the sites perform DOM manipulations after they are loaded. 64% change textual content inside the DOM after they are loaded.

**RQ2.** How prevalent and severe are W3C standards violations and errors in practice? In Section 4, we studied the most severe errors according to the the W3C-validator. We found that 51.1% of the websites contain ambiguous IDs, potentially leading to misplaced DOM manipulations. We also found that 17.0% of the applications do not define or have an invalid `DOCTYPE`, causing the browser to enter an unpredictable render mode. Finally we observed that of the sites we analyzed 13.0% contain broken HTML, 9.3% exhibit errors concerning their attributes, and 19.8% have misplaced elements.

**RQ3.** What are the most common network performance issues that occur in practice? We analyzed resource usage in the applications under study through a proxy. From this, we observe that caching (and in particular HTML-5’s new facilities) is underused, that only one in five resources are compressed, and that style sheets are loaded late in the page forcing unnecessary rerendering for more than half of the applications. Developers do embrace HTML-5’s new features for asynchronous JavaScript loading, but for 40% of the sites still use blocking JavaScript loading as well.
Many of the performance-related guidelines for creating responsive web applications are underused.

RQ4. How accessible is the web in practice? Do developers follow the accessibility guidelines? We inspected to what extent the web applications in our dataset adhere to accessibility standards for people with visual impairment. Unfortunately, 60% of the applications fail to offer any information to a screen reader about the structure of the web applications, using neither roles nor semantic tags. Furthermore, less than 1% of the sites correctly provide labels for all input fields, and tables are unusable in over 90% of the sites due to missing meta information.

A substantial number of applications still has much to improve when it comes to accessibility. The lack of required meta information makes these applications virtually inaccessible to disabled users.

7.2 Threats to Validity

During this study some assertions were made based on our dataset, and the tools we have used. In this section, we discuss some of the threats to the validity of these assertions.

7.2.1 Internal validity

State detection. While discussing the DOM metrics in Section 3, the performance in section 5, and accessibility in 6 we drew a number of conclusions based on the number of states we found. However, it is hard to determine whether a changed DOM detected automatically is actually a conceptually different state. This may cause in our analysis some sites to have a higher number of states per URL.

Crawl completeness. During our crawling sessions, we configured the tool to interact only with anchor, button and input elements. We also stopped every crawl session after two hours of running. This means that we only crawled a subset of all possible states. All conclusions based on the completeness of a site are therefore in fact the upper bound of the whole spectrum, since there can potentially be many more states.

Placement of non-blocking scripts. In 5.4 we assumed that when a script tag is not in the head element, it is placed right before the </body> tag. We see this happening most in practice. However, when it is somewhere else in the DOM, the same blocking consequences apply as when it is placed in the head element.

Page load time. In Section 5, we discussed best practices that can lead to a faster page load. We did not measure actual load times. An interesting extension of our work would be to automatically modify some of the sites under analysis in order to measure the performance gains that can be made in practice by adhering to the best practices.

Crawling Correctness. This research relies on the JavaScript-enabled crawler, Crawljax, to detect dynamic states. Our related assumptions were made on the premise that Crawljax behaves correctly.

Framework Popularity. Some of the problems we identify may be caused by frameworks or platforms used (such as Wordpress) instead of individual developers making mistakes. As such, our figures cannot be directly translated to the presence of expertise with developers.

7.2.2 External validity

Randomly Selected Sites. To select sites to analyze, we use an online random URL generator. We have no knowledge of the algorithm nor its correctness behind the random URL generator we have used. We only crawl each site given to us by the URL generator once.

7.2.3 Reliability

Dynamism of the web. In this study, we assumed that web applications do not change while they are being analyzed, do not contain crawl traps, and do not have an infinite number of states. In practice, any of these scenarios could occur.

As a consequence, redoing the analysis, even on the exact same set of URLs, is likely to give (slightly) different results. Because of the large numbers involved (we analyzed over 100,000,000 HTTP headers leading to 3,000,000 unique DOM states coming from over 4000 different applications), however, we believe that deviations due to dynamism in the sites under analysis will not affect the overall findings.

Tool and Dataset Availability. The tools used and data collected are all open and available for use by the research community.13 Note that the crawled sites themselves cannot be made available publicly by us, as their content is owned by the web application owners.

8. RELATED WORK

Traditional crawlers have been used to test web applications [3, 22]. For example, the W3C consortium offers a "validation suite"14 that makes use of a traditional hyperlink-based crawler to validate the HTML, CSS and internationalization of the discovered pages.

Event-based crawlers have been recently employed for instance to detect cross browser incompatibilities [20, 13, 6] or unused CSS code [12].

Many researchers have started analyzing web applications in the wild, particularly the JavaScript language. They have empirically studied hidden states induced by JavaScript [2], JavaScript bugs [17] and runtime exceptions [18], the use of eval to dynamically generate code [19], insecure JavaScript practices [27], imports from external sources [16], and JavaScript code smells [7].

To the best of our knowledge, our work provides a large dataset (4,211 sites) presenting a new empirical perspective on the current state of the practice on the web.

9. CONCLUDING REMARKS

In this paper, we set out to assess the state of the practice in software engineering for the web. Our key findings are twofold.

- First of all, the majority of sites under study suffer from deviations from known best practices, in the areas of performance, accessibility, and correct HTML structure.
- Second, these violations manifest themselves not just in HTML directly coming from the server: Due to the high level of dynamism of today's web applications

13See http://crawls.crawljax.com/bigcrawl
14https://validator-suite.w3.org
they require code in the browser to execute before they become visible.

Furthermore, our findings are an underestimation: We looked at the simplest possible faults only, and for reasons of scalability used a crawler configuration that left large parts of the web applications unexplored.

The implications of our findings are threefold.

- First, as universities, we need to educate our future software engineers better in the specialized field of web application development.

- Second, our findings show that static analysis on the code base does not suffice. Hence, to inform developers about faults in their system, a crawl-based analysis tool should be integrated in today’s continuous integration servers.

- Third, our crawl-based analysis approach offers a way for static analysis researchers to circumvent some of the inherent problems of static analysis for web applications. Using, e.g., sophisticated JavaScript analysis tools on crawled sites is likely to reveal more useful results than static analysis restricted to code as edited in the developer’s IDE.

Finally, we propose to conduct this type of analysis continuously, reporting the state of software engineering in web applications on a yearly basis. By crawling new random applications every year, we would gain insight into the improvement of the state of practice.
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