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Abstract: One of the first steps of component procurement is the identification of required component features in large repositories of existing components. On the highest level of abstraction, component requirements as well as component descriptions are usually written in natural language. Therefore, we can reformulate component identification as a text analysis problem and apply latent semantic analysis for automatically identifying suitable existing components in large repositories, based on the descriptions of required component features. In this article, we motivate our choice of this technique for feature identification, describe how it can be applied to feature tracing problems, and discuss the results that we achieved with the application of this technique in a number of case studies.

1 INTRODUCTION

The main recent technological advances in component-based development mainly focus on the integration step. This encompasses the syntactic and semantic mapping between components, the development of component wrappers and adapters, and the validation of all pair-wise component interactions (Atkinson et al., 2002; Atkinson et al., 2006; Gross, 2004). Prior to integration, components have to be located in a repository, and evaluated and selected according to non-functional requirements. These activities are typically referred to as component procurement (Gross et al., 2005). Component identification is the first step of procurement, selecting a few candidates out of the huge number of possible components.

In this paper, we assess how well Latent Semantic Analysis (LSA) can be applied for identifying suitable candidate components out of a huge number of possible components in a component repository. LSA is used to automatically induce a specific semantic meaning of given components (Maletic and Valluri, 1999), and, thus, identify candidate components that are matching the semantics of a requirements document.

2 RELATED WORK

Component identification is a feature mapping problem that is supported through a number of methodologies and processes.

The Off-The-Shelf-Option (OTSO) (Kontio et al., 1995; Kontio, 1996) contains a definition of the activities involved in component selection, which are described in form of a generic process model. It is based on the definition of evaluation criteria according to reuse goals, and it gives concrete guidelines on how to apply them in a reuse scenario.

The COTS-based Integrated System Development (CISD) model (Tran et al., 1997) can be used to generalize component selection, evaluation, and integration. The model is based on these three phases and provides concrete steps to be taken in each of the phases.

The Procurement-Oriented Requirements Engineering (PORE) method (Maiden and Cube, 2000) provides guidelines on acquiring customer requirements and selecting components that satisfy these. It offers techniques to discover, acquire, and structure requirements and formulate test cases to be used for assessment.

COTS-Based Requirements Engineering (CRE)
(Alves and Castro, 2001) adds non-functional requirements to the component identification process. Its selection criteria proposed comprise functional and non-functional requirements, timing restrictions, cost ratings, and vendor reputation. It can be seen as a method for facilitating requirements engineering in component-based development projects.

These methods provide complete methodological support for component identification, and they facilitate all activities related to finding the right components. They do not, however, provide tools that can support their activities. The approach we propose in this paper is orthogonal to these methodologies. It should be integrated as a tool to support and automate the identification process of the other frameworks, thus reducing the manual effort of feature mapping.

3 COMPONENT IDENTIFICATION WITH LSA

The fundamental approach of document analysis or information retrieval techniques is to “match words of queries with words of documents” (Deerwester et al., 1990). We can use the same terminology to describe component identification as “matching words of component requirements” to “words of component descriptions,” and reformulate the component identification problem as a document analysis problem that can be solved by retrieval techniques such as LSA (Deerwester et al., 1990).

LSA is an automatic technique for extracting and inferring relations of expected contextual usage of words in documents (Landauer et al., 1998). It takes advantage of implicit higher-order structure in the associations of terms with documents in order to steer the detection of relevant documents (in our case, provided component descriptions in a repository) on the basis of terms in queries (in our case, required component descriptions) (Deerwester et al., 1990).

LSA is based on a terms-by-documents matrix that represents the occurrences of terms in existing documents. The columns of the matrix correspond to the documents, and the rows correspond to the stemmed and normalized terms. The cells of the matrix contain the number of occurrences of a term in a document. This matrix $A$ is analyzed by singular value decomposition (SVD) to derive the latent semantic structure model (Deerwester et al., 1990), leading to three other matrices $\hat{A} = T_0S_0D_0^T$. $T_0$ and $D_0^T$ have orthonormal columns, representing the left and right singular vectors, and $S_0$ is diagonal, containing the singular values. If the singular values ($S_0$) are ordered according to size, the first $k$-largest may be kept and the remaining smaller ones set to zero, leading to a reduced approximate fit with smaller matrices (Lormans and van Deursen, 2006). The product of these new matrices $\hat{A}$ is only approximately equal to $A$ and of rank $k$: $A \approx \hat{A} = TSD^T$. It represents the amended terms-by-documents matrix. The dimension reduction is important for filtering out unimportant details while keeping the essential latent semantic structure intact, and it can be regarded as compressing the same information in a smaller space. Taking the correlation coefficients from this matrix, finally yields the similarity between the documents. High values $[-1...1]$ represent high correlation, low values represent low correlation between documents.

These techniques are initially coming from the software maintenance and reengineering community (DeLucia et al., 2004; DeLucia et al., 2005; Lormans and van Deursen, 2006), where the goal is to establish traceability links between the various development documents. In component-based development, we are facing the same challenges. The semantic concepts described in system-level or component-level requirements must be traced to the corresponding concepts of a component repository. For example, Fig. 1 shows an excerpt of a requirements document and components from a vehicle alarm terminal that can be built into vehicles operated by safety/security services. The system requirements are written in plain text, as well as the component descriptions in the repository. The goal is to use LSA in order to map part of the requirements to existing components in the repository, such that only few candidate components are identified which are likely to implement the required features. This can be done in the following steps (illustrated in Fig. 1 and Table 1) (Landauer et al., 1998; Lormans and van Deursen, 2005; Lormans and van Deursen, 2006): (1) Definition of the traceability model (Fig. 1. Which artifacts take part in the tracing?). (2) Documents are analyzed by LSA, generating a term-by-document matrix (Fig. 1). The columns represent all documents, and the rows represent all relevant terms identified in these documents. The cells represent the occurrence of terms per document (Fig. 1). (3) SVD generates three new matrices (Table 1, $T_0,S_0,D_0^T$). (4) Reconstruction of the terms-by-documents matrix $\hat{A}$ out of the reduced SVD-matrices (Fig. 1, $\hat{A}$). This represents the same information as the matrix $A$, though in a smaller subspace, thereby filtering out irrelevant information. For example, the concept “alarm” appeared 13 times in the document “Req.”, but LSI “estimates” that 8.4033 should be the adapted number of occurrences according to the context usage of the term “alarm” in all other documents (first entry in $\hat{A}$). (5) Calculating
the correlation coefficients of the reconstructed matrix yields a new matrix representing the similarity of documents: \( \text{CorrCoe } \hat{A} \) in Table 1. (6) Link selection. Which components implement the requirements, or where do we draw the line between interesting components and irrelevant components? (Lormans and van Deursen, 2006) propose several strategies for “ignoring” links.

According to the results in our example displayed in Table 1, our analysis method suggests that component C1 appears to be the most suitable candidate (with high probability of 0.9429), but C8 may also be considered (with much lower probability of 0.6633, though).

4 LSA EXPERIMENTS

It is important to note that, for assessment of LSA, we require existing systems for which the links between the components are already known. Otherwise, an assessment of the results is difficult. As preprocessing tool, before we apply LSA, we use the TMG Matlab toolbox by (Zeinpekis and Gallopoulos, 2005). It provides a number of functions for stop-word elimination and stemming, and it generates the term-by-document matrices. The other matrix operations are built into Matlab.

PacMan Case Study. One of the first case studies in which we applied LSA is a PacMan game used in the Computer Science Bachelor curriculum at Delft University of Technology (Lormans and van Deursen, 2005). The available documentation comprises 10 requirements documents, coming in the form of use case descriptions, 19 documents describing the components of the game and 17 documents with test descriptions, and the Java implementation. The keywords of the programming language do not carry any semantic significance and can be eliminated simply by adding them to the list of stop words. They are then filtered out by TMG. Alternatively, we can use Doxygen to generate documentation out of the source codes and use this as a replacement for the sources.

We included all documents in our analysis, leading to a corpus of some 1200 relevant terms across all documents. We chose the best 20% of all similarity measures as valid links. The value for \( k \) (matrix reduction) was varied between 10% and 20% in order to assess the effect of the choices on the selection of links. Best results were achieved with \( k \) set to 20%. In that case, LSA was able to identify 16 out of 17 links that had been initially defined by the developer of the program, although LSA found many more links (false positives). This was due to the fact that the use cases described in different documents, leading to different implementations are dealing with similar program events, e.g., one with restarting the game after suspension of the game and one with restarting the game after game over. Both requirements describe similar concepts, and they are, therefore, linked by LSA. The same we found for requirements describing the move of the player and the move of the monsters, or the de-
scriptions about a player bumping into a monster and a monster bumping into the player. All these requirements are describing similar concepts and are, thus, linked by the tool. The link which was not identified by LSA was the description of the GUI of the PacMan and its corresponding test suite. An analysis of the requirements document of the GUI and the corresponding test document revealed a mismatch of concepts between the two artifacts. Whereas the requirements describe the layout and behavior of the graphical elements of the GUI, the test description is about what a person testing the GUI should look at and which elements should be clicked on. The test description of the GUI was, therefore, linked to most of the other documents, because their concepts appear in the test descriptions. They were not linked to the GUI requirements document, because the concepts described there are different from the ones in the test description, so that LSA does not link them.

**Callisto Case Study.** Callisto is a software engineering tool that can be used to specify component interfaces. We looked at three classes of documents, user requirements specification, component design documents and acceptance test plan, and tried to link those with each other and the implementation. In the experiments including the source code, we ended up with 5500 relevant terms. The parameters of the tool were set to the same values as for the PacMan case. LSA was able to trace 63% of the requirements into the code correctly and 94% of the requirements into the test specification accurately. Linking the requirements to the code produced many false positives. Hence, the low rate of correctly recovered links. It is important to note that the requirements and test descriptions had explicit links through unique identifiers. It was possible to trace the requirements to their respective test documents easily, so that an evaluation of the results for the requirements-to-test tracing was straightforward.

Further, we found that LSA had more difficulties to establish the links between the requirements and the component design documents, than it had for linking the test suites with the requirements. This can be attributed to the fact that many of the design documents contain UML models in the form of pictures capturing many of the essential concepts. The models were not included in our text-based analysis, so that the concepts described there would not make it into the term-by-document matrix. LSA could only consider part of the information contained in the design documents, leading to much weaker links, and, thus, the low value of 68%.

**Philips Case Study.** With Philips Applied Technologies, we carried out a case study in which we tried to link requirements to component descriptions and test descriptions for part of a DVD recorder software. The question was to which extent all requirements agreed in the contract were actually implemented in the end product. Unfortunately, we had no explicit traceability matrix produced by the developers of the system available, so that a final assessment and drawing exact conclusions from the case study was diffi-
cult. However, it provided many new insights into the performance of LSA for component feature mapping.

There were requirements on different levels of abstraction available and it was not obvious which of the hierarchy would be the most suitable. For the analysis, we decided to include the first and second highest level of abstraction. Lower-level requirements seemed to include too many details that could not be traced into the component descriptions. Before we carried out LSA, we tried to find explicit links between the documents, aiming to come up with a manually produced traceability matrix. 20 artifacts were analyzed, all coming in the form of text documents. Preprocessing of the artifacts resulted in 2300 terms in the terms-by-documents matrix.

A noticeable outcome from the experiments was the much higher predicted similarity of concepts between the requirements and the component descriptions, than the similarity between the requirements and the test descriptions produced by LSA. In the other two case studies, it was the other way round. Apparently, the component descriptions were linked well to the corresponding requirements because every component comes equipped with a general high-level description of its functionality that is expressed in an abstract way similar to the high-level requirements. Obviously, the test descriptions were linked poorly to the requirements, because the tests were defined according to the low-level design descriptions of the components which did not correspond to the high-level requirements.

**Discussion of the Results.** Working with the cases presented, provided a lot of insight in how LSA can be applied to linking various types of available documents in a typical software development process. Our primary aim here is to link system level requirements or component level requirements, coming from the decomposition hierarchy of a system, to respective candidate components in a repository by using latent semantic analysis. In the experiments we used all available kinds of documents including high and low-level requirements, intermediate design documents as well as test descriptions and source code. For LSA it does not matter which documents are belonging to which types of artifacts. It simply tries to guess links between all documents included in an analysis based on an underlying semantic structure inherent in these documents. It is our responsibility to attribute the various types of documents to one distinct entity, i.e., one component. This can be done through copying all relevant information into a single file that represents one component description. LSA will link whatever concepts it finds in other documents that are similar to the concepts of our component description to that particular component. It is, therefore, quite robust with respect to the kind of information provided for each component, as long as it comes in textual form.

In the Callisto case study we had many UML diagrams available, apparently containing essential concepts that were not considered in the analysis. This lead to poor linking of concepts in these documents. A textual description would probably lead to much better results. Graphical notations are more and more being used in industry because people can grasp the essentials of such documents more easily. In the future we will have to look at how we can extract this information automatically and make it available in textual form.

It was interesting to see how well test cases could be traced from requirements. Test cases, especially system level tests and acceptance tests, are usually devised according to the information found in the requirements documents. As a consequence, they are very likely to incorporate similar concepts. After all, they represent implicit links between the implementation (execution of tests) and the outcome of the tests (oracle) coming from high-level requirements or design documents. LSA can make this implicit semantic similarity explicit. Component specifications should, therefore, always come together with their respective test suites according to the tester components described in (Gross, 2004; Gross et al., 2005).

We also observed that low-level implementation-specific test cases could not be traced well to high-level requirements. This was somewhat surprising, since abstraction is the single most important technique for us humans to deal with complex entities, and we expected that we would use the same semantic concepts on higher levels of abstraction that we use on lower levels, though, just getting rid of the details. Apparently, that is not the case, and we have to understand the mechanics of abstraction better.

**5 SUMMARY AND CONCLUSIONS**

In this article, we have introduced and assessed a novel technique for automatically linking requirements to component specification documents through applying latent semantic analysis. Being able to trace concepts that are essential in an application development project to a collection of component descriptions in a repository is the prerequisite for automated component feature detection and analysis. So far, we can only identify the required essential concepts
of an application in a component repository, and we can create links in the form of a terms-by-documents matrix to the documents describing the components. However, the links are weighted (coming with a probability), so that we can constrain the number of suitable components to only a few, compared with the potentially huge number of components in a repository.

LSA helps us to identify few relevant components out of a large repository. The experiments that we performed are quite promising with that respect. LSA does not provide support for the next step in component procurement, the assessment of the likely adaptations to be carried out. At this moment we have no answer to this next problem.

For the future, we are planning to perform many more case studies using varying types of documents. It would be interesting to see how more structured documents such as use case descriptions and other templates (Kamsties et al., 2001; Overhage, 2004), that are more and more used in industry, affect LSA. Will such structures improve its performance or will they have a negative effect? The same applies to more formalized documents, such as requirements containing logic and formulae. We have seen already how UML diagrams can inhibit the text-based LSA technique. Is that going to be the same with formal expressions? Another issue that we will look at in the future is how we can extract textual concepts from diagrams that are used in industry (Born et al., 2004).
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