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Abstract

Software testing is becoming more and more important because of ever growing and more complicated systems. Software has to be tested, to assure the quality; one of the current test methods is the regression test. A code base evolves as time goes by, because new features are added, bugs are solved, et cetera. Regression testing assesses to which extent changes in the software affect existing functionality. Old test cases are rerun after software updates have been committed, to see whether changes had an effect on the existing code base. All test cases combined cover a part of the code of the software; ideally, all code is tested to assure quality as much as possible.

TASS is a software company in the automotive industry, with a relatively new testing department. TASS would like to improve the code coverage of their test suites, in order to improve the regression testing. This work builds upon our previous literature study [17]; it explored how TASS develops and tests, how software can be tested, and how code coverage can be improved.

A methodology has been devised to generate test data to increase code coverage, utilizing a meta-heuristic: evolutionary testing. The algorithm has proven to be able to increase code coverage to the maximum achievable coverage in all test cases.
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Chapter 1

Introduction

Modern software programs are becoming increasingly complex, while the market and the users demand more and more quality. To assure a certain level of quality, testing is becoming ever more important. A special form of testing is the regression test: evolutionary development steps change the code of software, while the behavior of existing functionality must stay the same. In regression tests an input-output combination for the software is verified as correct behavior; every repetition of the test should yield the same result. When the result has changed, regression has occurred.

To guarantee the quality of software it is tested. As each line of code can contain a potential bug, it is common sense to attempt to cover as much of the code as possible. A measure is the so-called code coverage; a percentage indicating what part of the code is covered by one or more tests.

To increase the code coverage, new tests have to be designed. The process of designing tests to increase code coverage can be seen as a search problem: the tester searches for a set of test cases, which increases code coverage as much as possible. A search is a mathematical optimization; an algorithm can optimize towards the optimum, in this case being the maximum achievable code coverage. Search heuristics can be applied can be applied to the problem of finding the right test cases, where ‘right’ in this case means ‘increasing code coverage as much as possible’.

This work takes place at TASS, a software company. This chapter will introduce TASS, and give a general summary of the conclusions from our literature study. The goals for this work will be set by posing a number of problem statements; finally, an outline for the rest of this work will be given.

1.1 TASS

TASS is a company in the automotive industry, and writes software for car crash simulations and crash test dummies. This software is called Madymo—an acronym for Mathematical Dynamic Models. Madymo is under constant development: new features, bug-fixes, et cetera.

TASS is an acronym for TNO Automotive Safety Solutions. TASS has two activities:
consultation and software development. TASS provides software for auto crash design, simulation and virtual testing: Madymo. Madymo development has started in the 1970’s by TNO, and since a few years Madymo development is part of the activities of TASS. The software consists of two main components: the solver and the workspace. The solver employs rigid body mechanics and finite element methods for solving Newtonian equations of motion. The Madymo Workspace is built around the solver, and consists of a preprocessor (XMADgic), a postprocessor (MADPost) and several other GUI tools that support safety engineers in their task to design automotive safety systems.

A Note on TASS Software

The source of the Madymo solver and workspace applications is strictly confidential. Although we have been able to work with these sources, we can only publish our results; the parts of the source we have used cannot be listed or published.

1.2 Summary of Previous Work

In the preceding literature study we have explained a number of theoretical concepts on software development and testing, and TASS’ development methods were linked to those concepts.

Software Engineering (SE) is much more than just programming a piece of software. It involves a complete life cycle, of which the actual implementation is just a phase, somewhere in the process. Software is a system, of which the structure is captured in an architecture: an abstract view on the system, showing the externally visible properties and the internal relations between components.

Design is documented, preferably in various documents [4]. For example: first a Requirements Analysis Document, then a System Design Document, and finally an Object Design Document. The level of abstraction decreases as the documents are written.

To assure a certain level of quality (Quality Assurance, QA), software testing is becoming more and more important [3]. Testing has a destructive approach towards software [19]: to ensure quality, first it has to be made certain that the software cannot be broken. Tests can be conducted in a number of ways: white box, black box and grey box; and static or dynamic. Various aspects can be tested, e.g., exploratory testing for bugs, regression testing, or temporal tests can be performed, searching for the Worst Case Execution Time (WCET) [18] et cetera.

Testing at TASS is performed by three departments: the solver group, the workspace group, and the testing group. Tests are performed on unit basis, on the GUI, and on exploratory basis. The number of unit tests is being increased to improve the code coverage, i.e., more code has to be tested by the automated regression tests.

To automatically generate test cases aiming at increasing code coverage, several algorithms exist. Meta-heuristics, and especially genetic or evolutionary algorithms have been presented as promising techniques.
1.3 Project Boundaries

Increasing the code coverage is one of the goals set by TASS. In order to achieve this new tests will have to be designed, which is a laborious job. This project takes place in the following problem context, with a number of statements.

1.3.1 Problem Context

The test department is a young department, and the Madymo code base is old and partially undocumented. Designing tests for covering code of which the function is not known—or only partially known—is hard and very costly. Code has to be analyzed, tests have to be designed, and even then it is unsure whether the designed test is adequate and correct.

To eliminate part of the problem, TASS would like to have some form of automated test data generation, making it possible to generate a test or multiple tests at little effort, whilst increasing the code coverage as much as possible.

From the developer’s point of view, the automatic generation of test cases immediately raises one critical issue. The number of test cases must be manageable: the developers at TASS do not want to be ‘swamped’ by a vast amount of test cases.

1.3.2 Problem Statement

To improve the coverage of the regression tests, search-heuristics are a very promising technique to automate the generation of test data for regression testing at TASS. Generated tests should improve the coverage as much as possible, with the least amount of extra effort as possible. The problem statement can be formulated as:

\[ \text{Can regression test code coverage be improved by genetic or evolutionary algorithms, in the context of TASS.} \]

The TASS context is an important part of the problem context, because of the possible consequences of automatic test case generation: how will this affect the testing and development processes?

The problem statement can be decomposed into a number of smaller problems. This work will focus on proving the concept, which means that a number of problems will not be solved. These will be mentioned for future work. Problems for this work are:

- Code will have to be \textit{instrumented} to be able to receive feedback on achieved coverage. How will this instrumentation be constructed?
- The instrumentation will result in a \textit{fitness} for the current input set. Current works aim at achieving full coverage; how will fitness values be determined when the goal is to achieve \textit{extra} coverage?
- Can TASS benefit from such a method: can it be applied to Madymo Workspace applications?

Problems for future work are:
• The process of instrumentation will have to be automated to make it usable in a production environment. How can this process be automated?

• A genetic or evolutionary algorithm consists of a number of components, all of which can potentially be optimized for the specific problem at hand. What is the optimum composition of such an algorithm?

1.4 Outline

This work is organized as follows: Chapter 2 will briefly explore related topics and related work, as preparation for Chapter 3. There evolutionary algorithms will be explained in detail, describing how it can be utilized to generate test data; the chapter concludes with a proposed methodology on how we want to increase code coverage. Chapter 4 will then evaluate the proposed method by describing the performed experiments and their outcomes, as well as found difficulties. Finally Chapter 5 will reflect on the proposed methods with conclusions and future work, as well as indicate usability for TASS.


Chapter 2

Related Work

Before our method is introduced, a number of concepts have to be explored. In the literature study we have shortly introduced regression testing, code coverage, and meta-heuristics; this chapter will give a more thorough explanation of these concepts, linking them to each other.

2.1 Genetic Algorithms

A genetic algorithm (GA) is a search technique used in the computing field. It is able to generate approximate solutions for search or optimization problems. GA’s have many fields of application, ranging from electronic circuit design to game theory, scheduling, and molecular structure optimization.

A GA is a meta-heuristic: ‘Meta’ means abstract, and a ‘heuristic’ is a search. Where other (non meta-heuristic) methods operate on the search space itself, meta-heuristics abstract away from this search space. A GA is an abstract search: it abstracts away from the solutions it generates. It works on bit-strings, and the translation to meaningful entities (in the search space) is done outside of the GA.

The approach is very different from other search techniques in how it handles the search space: it attempts to combine different solutions to evolve better ones. It also applies mutations on the solutions to make sure as many solutions as possible are explored, as quickly and efficiently as possible.

For evolutionary strategies the search is solely based on mutation of solutions; genetic algorithms make use of recombination. Both techniques can also be combined [15, 20]: this paper will use the terms evolutionary algorithms and evolutionary testing, but this also contains the genetic algorithm-specific recombination.

Evolutionary and Genetic Algorithms (EA and GA) have a very strong analogy with evolution in nature. A collection of individuals—a population—produces offspring by combining genetic material. This genetic material can also change over time due to spontaneous mutation, thus introducing new genetic material in the population. An evolutionary or ge-

\[\text{For a longer list of examples, see the Wikipedia article on Genetic Algorithms.}\]
netic algorithm utilizes the same scheme to evolve solutions. Evolution is based on the fitness of an individual, just as in biology; this fitness is calculated by a *fitness function*.

### 2.1.1 Fitness Function

An EA works on bit strings, without knowing what the bit string means. To assess the fitness of each individual a component has to be added to the EA: the fitness function. When an individual is to be assessed, its chromosome is passed to the *fitness function*. In this function the chromosome will be split into separate genes, which are then decoded to meaningful entities. These entities can then be passed to the problem on which the EA operates, resulting in a fitness value. How this value is determined depends on the problem at hand: the value is directly linked to the quality of the assessed individual. Better individuals get a higher fitness value.

### 2.2 Software Testing

Software is becoming ever more complex while at the time the market and users demand an ever higher level of quality. Software testing is a form of QA, and is becoming more important due to the risen importance of Quality Assurance (QA). Many aspects of the software can be tested, e.g. usability (functional or black box testing) and running times (temporal testing). GA's can play a role in software testing, e.g., a GA can be used to obtain the worst case execution time of the software under test.

When the source of a program is available, structural testing (also known as *white box testing*) can be performed. The knowledge of the code’s internal workings is utilized to design new test cases. For example, a tester can design a test to follow a specific execution path through the software under test. Another approach is to try to test all code in the software or unit under test: maximizing code coverage.

*Evolutionary testing* (ET) is the process of testing software with use of an EA. The process which guides the execution of the EA and steers the search for full code coverage requires some modifications of the code, which then serves as both a marking and a steering mechanism.

### 2.2.1 Code Coverage

When a test is run, there is a specific path through the program which is followed. The lines of code which are executed by this test are *covered*. Every line potentially contains bugs; also a sequence of statements with a certain input vector can cause faulty behavior. All tests combined result in a subset of the code which is covered: this coverage is called the *code coverage*, a percentage which expresses the amount of code which has been covered by one or more tests.

In an ideal situation the achieved coverage is 100%; however, this is infeasible because of certain code constructs. Think of code which is never executed, such as dead code or exception handling code. Goals can and are being set by companies—such as TASS—on
what percentage of the code should be covered at a certain point in time, e.g. for a release of the software.

### 2.2.2 Improving Code Coverage

Improving the code coverage is simple, in theory: as more test cases are designed, more code can be covered. For example, new test cases can be generated by randomly generating input parameters for the software under test. This is not an effective way however, because many test cases will follow the same execution path and very specific branches in the software will have a very low probability of being covered. The problem is how to effectively increase the code coverage; Feeding random new input to the software under test will most likely not increase coverage efficiently. When a certain part of the code has to be covered, some knowledge of the code is required to be able to design a test which may execute it.

This means that the manual designing of a test is a form of trial-and-error approach, which is expensive in terms of time and (thus) money. This method of testing can be seen as random testing: generating ‘random’ input to form a new test case and analyzing the effects of this test case. This is a form of black box testing: no knowledge of the code is used. White box methods have information about the code. Static (offline) white box methods such as equation solving and symbolic execution can be applied to derive input parameters for the code under test. In our literature study it has been indicated that these methods are hard to apply, because the C++ programming language—which is the language in which the Madymo Workspace applications are written—introduces difficulties: pointers, function pointers, and array subscripts are sometimes only known at runtime.

Dynamic methods involve running the software with a set of input parameters, and observing the results by some form of feedback from the code. When a specific code sequence—the ‘target code’—has to be covered, specific input parameters have to be generated to actually cover that target. This is a search problem: a search has to be performed to find a combination of parameters which cover the target code.

When the test target is full coverage, this approach can be extended to a search for a set of test cases which achieves full code coverage. Because search problems can be mathematically solved by an optimization, it is possible to write an algorithm which searches for such a set.

A number of algorithms are used for the generation of test data. For example local search methods such as hill climbing, and meta-heuristics like simulated annealing and genetic (or evolutionary) algorithms. McMinn [15] performs a survey on these algorithms in the context of automatically generating test data to improve code coverage. Sthamer [21] has proven that a GA is capable of generating test data, achieving full or very high code coverage. Sthamer et al. in [22] have extended these results to various testing techniques. Wegener et al. in [28, 29, 30] confirmed that a GA is a very promising technique to automatically generate test data for full code coverage. Tracey [24] compared random testing, genetic algorithms, simulated annealing, and hill climbing; his work shows that meta-heuristics are the most reliable type of algorithms for this problem—genetic algorithms in particular.

Current work has aimed at achieving full code coverage of a ‘new’ piece of code. In this
2.3 Regression Testing

During the development of a software package, the code changes over time. Methods or entire classes are rewritten, functionality is added or removed, code is optimized, bugs are fixed, etc. Although the code changes, the existing functionality often has to stay the same. This can be tested by feeding standardized input to a piece of software and analyzing its output; the output is then compared to a reference output or test oracle, which has been verified to be correct. If the output changes this is a potential bug: maybe the change was intended, but it is a signal that a bug may have been introduced. In the latter case regression has occurred in the software.

This method of testing is called regression testing. For example, the TMap [12, 13] testing methodology—which TASS uses—makes use of regression testing. Regression testing can take place on several levels; it can be used for unit testing as well as integration or GUI testing. Unit tests will result in a certain numerical output or a file, whereas GUI testing checks the interface for certain elements or contents of (output) fields.

Regression testing can be used in an automated testing framework; a process can run all tests and verify all outputs of these tests, resulting in an overall testing report. The process at TASS is very similar: all regression tests are run every night, and code coverage is analyzed. The manager of the TASS test group would like to increase the regression test code coverage. As mentioned in the previous section, we are going to use a GA to achieve this.

2.2.3 Keeping Test Suites Manageable

Although current work has already researched the general possibilities of utilizing a GA to achieve full coverage, TASS is afraid that such an approach will simply generate too much tests. A GA can generate tests for the code, regardless of what parts of the code have already been covered by current tests.

In an attempt to keep the test suites at a manageable size, TASS would like to be able to extend the current test suites with a limited amount of tests, which increase the code coverage. This project will therefore aim at utilizing a GA to generate extra test cases which increase code coverage as much as possible, and not to generate a set of tests which cover the complete code.

thesis, we are going to use a GA for the generation of extra test cases: a company like TASS already has test suites, partly covering the code. The extra test cases should then increase the code coverage.
Chapter 3

Methodology

The previous chapters have introduced the context of this project, and gave an indication where a solution for the automatic generation of test data can be found: genetic algorithms. This chapter will give background information, genetic algorithms will be explained in detail, and how they can be applied to improve code coverage: GA’s are already being utilized for achieving full code coverage from scratch, but we are interested in generating a manageable amount of tests. We want to take the existing tests and their achieved code coverage, and increase the code coverage.

3.1 Genetic and Evolutionary Algorithms

The concepts behind a genetic algorithm [9] will now be explained. What is the terminology, what steps are taken in the algorithm, and most importantly, how such an algorithm can be utilized in a software testing environment.

3.1.1 Terminology

As stated in the previous chapter, evolutionary algorithms have a very strong analogy with natural evolution. A possible solution is called an individual or chromosome, and the components of an individual are referred to as genes. A gene can have different values, which are known as alleles; the position of a gene in a sequence is called the locus. The solution’s encoded form is the genotype, the decoded form is the phenotype.

The encoding is standardized for generic use [7, 21], i.e., it does not matter what the decoded form means, the encoded form is always in the same format: a single string of bits.

Evolutionary algorithms do not start at one single individual, they have an initial population of individuals. The algorithm progresses in rounds or generations, and individuals can be given a certain fitness: an objective, numerical value which makes the individuals comparable.
3.1 Genetic and Evolutionary Algorithms Methodology

Initialization

Selection

Recombination

Mutation

Evaluation

Survival

Goal Check

Termination

Figure 3.1: Steps in an evolutionary algorithm

3.1.2 Fitness Function Design

The fitness function is the link between the EA and the test subject. In this case, the test subject is the software under test. A fitness function has to be devised which calculates a fitness function based on the achieved code coverage. For example, the fitness can be expressed as the percentage of the code which has been covered by an individual; however, this approach leads to a scenario where the EA converges to seeking the longest execution path through the code base. This behavior is undesirable: it means that harder-to-reach code constructs will not be taken into account by the EA.

To make sure all code is covered, the code under test is divided into multiple targets, and all targets must be satisfied (covered) before the EA stops execution: when all targets are met, all code has been covered. How this is implemented is described in Section 3.2.1. The fitness can be determined on a per-target basis, and the EA works through the list of targets.

3.1.3 Procedure

An EA converges to a solution in rounds, or generations. Each round of an evolutionary algorithm (EA) consists of a number of phases [29], as shown in Figure 3.1. These phases all have their specific task:
**Initialization:** The algorithm starts with the generation of an initial population. This can be done at random, or it may be seeded by the user (or starting application): preselected individuals are injected into the initial population, to direct the search in a certain direction.

**Goal check:** The goal of the EA is to find a solution for its search problem. In this phase the algorithm checks whether an individual has been generated which satisfies the goal, or whether the maximum number of generations has been exceeded. If either of these two conditions are true, the EA goes to the Termination phase; otherwise the next round is started.

**Selection:** If a new round is started, the algorithm makes a selection of individuals from the available parents, which will “breed” the next generation. The selection is based on, for example, the fitness value: a better fitness value implies a larger probability of being selected.

**Recombination:** The selected individuals can now be recombined into new offspring. The genetic material of the parents is copied and recombined according to a chosen strategy (more details in Section 3.3.3) which results in two new individuals. The new individuals will form the offspring population.

**Mutation:** The new offspring is now subjected to a probability of mutation. This usually means flipping one or more bits, or incrementing or decrementing one of the decoded genes. Mutation can introduce new or reintroduce lost genetic material into the search.

**Evaluation:** The population of new individuals—the offspring—has to be evaluated. The evaluation results in a numerical fitness. This means running the software under test with all individuals in the current population, resulting in an objective fitness value for each individual.

**Survival:** This phase is not documented in all literature; however, in [28] the authors describe survival (which they call reinsertion) as the phase where it is determined which individuals are taken from the combined parent and the offspring populations to form the next generation’s parent population. In this work the reinsertion phase will be considered part of the cycle.

**Termination:** In this phase the EA is stopped, and the results are published.

After a round the current population is replaced by the new population, being parts of the surviving parents and new offspring, and the cycle starts again. Evolutionary algorithms perform better with larger populations, because this leads to a better sampling accuracy of the search space [6]; however, larger populations lead to longer calculation times and increased memory usage, thus placing certain demands on the used hardware platform [7].
3.2 Evolutionary Testing

Evolutionary Testing (ET) is testing by means of an EA. This approach requires adaptation of both the EA and the software under test; the EA requires feedback from the software under test to determine fitness values for the individuals in its population. This feedback is generated by the software under test by means of extra function calls to standardized functions, which are added to the EA. The added function calls are so-called instrumentation. The instrumentation divides the code of the software under test into separate targets, as described above; these targets are called partial aims.

3.2.1 Partial Aims

An EA evolves as generations pass; the fitness value determines which individuals are allowed to reproduce and which not. To be able to use an EA for reaching full code coverage, the individuals need to be assessed on various criteria. This is because a single individual which covers all code, most likely does not exist.

To automate the search for the test data set, the test is divided into partial aims. Each partial aim represents a program structure that requires execution to achieve full coverage, for example a certain statement or branch [28, 22, 29]. An individual objective function is formulated for each partial aim: a separate optimization is performed for each partial aim, seeking for a test set which executes that partial aim. This mechanism of partial aims will be explained in more detail in the section on Code Instrumentation, Section 3.2.2.

3.2.2 Code Instrumentation

To guide the search instrumentation is used. Sthamer describes a form of instrumentation in [21]; the principles behind his ideas are used as a basis for this work. We have extended his approach by adapting the instrumentation to achieve extra code coverage, with manageability of the amount of tests in mind.

An EA works on a population, which evolves as generations are formed. To be able to compare individuals—being input sets for the software under test—a certain objective value has to be assigned to each individual: the fitness. The EA will perform branch testing because instrumentation is added on a per-branch basis, making it easier to instrument
code by hand. Branch testing implies that all statements in the instrumented branches are covered as well; full branch coverage thus implies full code coverage. There are a few exceptions, however; some expressions in code such as ‘lazy and’ and ‘lazy or’ evaluations [8] contain statements which are not always executed. Although this can be solved by using statement testing, this form of testing requires a much more complicated and elaborate form of instrumentation.

For branch instrumentation all branches are numbered and a few lines of instrumentation are added, making it possible to monitor execution. Every newly executed branch is marked as ‘executed’. Every branch is a partial aim which has to be covered, and the EA works through all partial aims until either all partial aims are fulfilled or its execution limit has been reached (e.g. a fixed number of generations to be generated). When all partial aims have been satisfied, full branch coverage has been achieved.

Many forms of white box testing make reference to the Control Flow Graph (CFG) of the program in question [15]. A CFG describes a program $F$ as a directed graph $G = (N, E, s, e)$, where $N$ is a set of nodes, $E$ is a set of edges, and $s$ and $e$ respectively are the start and exit nodes of $F$. Every node $n \in N$ represents a statement in $F$, and every edge $(n_i, n_j) \in E$ represents the transfer of control from $n_i$ to $n_j$. From $G$ all possible paths through $F$ can be determined, making both statement and branch analysis possible.

First of all, all individuals in the initial population have to be evaluated, marking a number of branches as ‘executed’ and producing a first partial aim to actively search for: this is a branch number which is assigned to a global variable, the LOOKING node. During the execution of the EA the LOOKING node holds the number of the node the EA currently is searching for—the current partial aim. When offspring is being evaluated, its genetic material is passed to the fitness function. This decodes the gene as appropriate, and starts executing the software under test with the decoded genetic material as input parameters. Execution now flows through the CFG of the software under test, leading to one of three possible scenarios:

1. The execution hits the LOOKING node: the current partial aim is fulfilled. This means that LOOKING has to be updated, and fitness values have to be recalculated. This is because the current fitness values are with respect to the current LOOKING node. Updating LOOKING thus implies updating all fitness values.

2. The execution misses the LOOKING node, but hits a direct sibling node; for example, take an if(condition) then N+2 else N+1 block as shown in Figure 3.2a. If condition evaluates to true, the program goes from node $N$ to $N+2$, else to node $N+1$. Now, suppose LOOKING is $N+2$, but control flows to $N+1$. Fitness is now set to a high value, and the closer condition is to evaluating to true the higher the fitness of the current individual. How exactly the fitness is decided upon will be explained in Section 3.3.1.

3. The execution misses both LOOKING and LOOKING’s direct sibling nodes. Fitness is set to a low value.

This scenario works fine for if-then-else blocks, switch-case blocks, et cetera. Loops form a special case.
3.2 Evolutionary Testing Methodology

3.2.3 Loop Instrumentation

Because instrumentation is standardized to reuse code as much as possible, every loop is treated the same. Looking at a loop in an arbitrary program, it iterates for an unknown number of times: some loops only make one iteration, while others make thousands of iterations. Testing each possible amount of iterations for each loop requires an enormous amount of instrumentation. Therefore the principle of proof by induction is applied: a loop can be iterated zero, one, two, or more than two times [21]. If the software under test runs as expected in these four cases, the code in the loop is considered correct and “bug-free”. Each of these cases can be seen as a separate node, which is shown in Figure 3.2b. So when node $N+1$ is the LOOKING node, it is marked as executed when the loop is iterated zero times, and when $N+2$ is the LOOKING node, it is marked when the loop is iterated one time, and so on. The fitness is now determined based on the amount of iterations actually made compared to the amount required by the current LOOKING node. This may seem as a strange course of actions, because this fitness doesn’t rate the meaning of the current individual, but the actual number of iterations made by the individual. However, this is directly linked to the individual: as the number of iterations change, so does the fitness, and thus the individual. The EA converges to the highest possible fitness, being the required amount of iterations by the current LOOKING node.

After all loop-nodes have been executed, execution of the EA continues as normal; the next node can be both a ‘normal’ node, as well as a ‘loop’ node.

3.2.4 Branch Numbering

Previously it has been mentioned that branches (nodes) are numbered in the instrumentation. For this work the numbering of the branches is done by hand. This numbering serves two purposes: it makes all branches unique, but it also makes it possible to steer the EA.
Suppose the nodes in the CFG are numbered as shown in Figure 3.3a. The EA starts the search by searching for an individual which executes the first node, node 1, which is set as the LOOKING node. Before the EA hits node 1, node 8 and node 6 need to be traversed; the fitness value however, is entirely based on the current LOOKING node, i.e. node 1. Nodes 6 and 8 have no knowledge of node 1, thus resulting in a fitness value zero. This means that the EA needs to evolve towards an individual which executes either node 3, node 9, or node 1. Nodes 3 and 9 are direct siblings and thus have knowledge of node 1, producing a fitness value higher as the predicates for execution of node 1 are closer together. When node 1 is finally executed, the EA sets the LOOKING node to the next node, node 2. This node is in a completely different branch; then node 3, back to the previous branch, etcetera. The EA has to behave as a random algorithm to execute all nodes.

The branch numbering scheme thus has an impact on the performance of the EA. In Figure 3.3b the nodes are numbered according to a depth first search; this scheme results in continuous guidance of the search. Starting the search at node 1, it always hits. Then node 2: execution either hits immediately, or nodes 6 or 7, which have knowledge of node 2—their direct sibling. Nodes 3, 4, and 5 follow the same scheme. Then node 6: it relies in a different branch than the previous node (5), but to execute node 5, node 2 is touched! Node 2 has knowledge of node 6, resulting in a fitness value.

The depth first numbering scheme ensures the calculation of a fitness greater than zero for at least some nodes, at all times. A wrong sequence can lead to random behavior, greatly impacting the overall performance of the EA.

### 3.3 Evolutionary Algorithm Application for Code Coverage

As shown in Figure 3.1, an EA consists of various phases. These phases can all be altered, changing the behavior of the EA. Although the optimization of an EA in the context of this
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This section will show how the EA used for the experiments is set up, and most importantly, how the fitness function is implemented.

3.3.1 Fitness Function

An EA is entirely dependent on the effectiveness of the fitness function: a well-constructed fitness function can lead to much faster converging to a solution. This makes the fitness function the most important part of the algorithm, as the ability to steer the execution in an efficient way determines how fast the EA can converge towards generating a test case which covers the target code. 

As an example, consider a block of code as shown in Listing 3.1. Lines 3 and 7 are added instrumentation, and LOOKING is set to 1: the true-branch of the IF statement. To reach this node, \( a \) has to be 0. The `checkBranch` call marks a branch as being executed; its parameter is the executed branch, branch 1 in this example. Branch 1 is a partial aim: for this branch, the EA has to be steered in such a way that input values lead to fulfilling the condition in line 2, \( a == 0 \). For this purpose, the `lookingBranch` call is added to the sibling node(s) of the target node. This function determines the fitness of the current individual, making it comparable to other individuals.

Looking at the `lookingBranch` call on line 7, three parameters are passed: the branch number for which the call is made (branch 1 in this example), and two predicates. These predicates are used for the calculation of the fitness. One of them is the current value, \( a \), and the other is the target value, 0.

Local Distance

The `branch distance` [28], also known as `local distance` [29], is calculated in order to distinguish different individuals taking the same execution path. If the target node is missed at a certain branching condition, the local distance can be seen as the difference between the current value and the value to satisfy the branching condition. For example, if a branching condition is \( x == y \) has to be evaluated as true to reach the target node, the objective function may be defined as \( |x - y| \). If an individual obtains the local distance 0, a test datum is found which fulfills the branching condition: \( x \) and \( y \) have the same value [29].

Calculation of the local distance (fitness) is always the same: two predicates are used, whether they come from an IF statement, a WHILE loop, or any code construct at all: the fitness is always based on two predicates, say \( x \) and \( y \):

\[
F = \frac{1}{(|x - y| + \delta)^2}
\]

This fitness function reaches its maximum value when \( x \) and \( y \) have the same value. The \( \delta \) variable is introduced to make sure there is no division by zero; \( \delta \) is an arbitrary small value, such as for example 0.01. The values of \( x \) and \( y \) can be used to steer the algorithm. In an IF-statement this can be used to indicate the distance to fulfilling the condition; in a loop statement this can be the amount of iterations made and the amount of required iterations (for the current LOOKING node).
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```java
int testMethod(int a) {
    if (a == 0) {
        checkBranch(1); // Instrumentation
        /* regular (target) code */
        return 1;
    } else {
        lookingBranch(1, a, 0); // Instrumentation
        /* regular code */
        return 0;
    }
}
```

Listing 3.1: An example piece of code, to illustrate predicates

When the target branch is executed, the LOOKING node is set to the next node to be executed. Fitness values are recalculated to update them with respect to the changed LOOKING node, and the search for the new LOOKING node is started.

**Approximation Level**

The fitness function can also be based on the approximation level (AL). This can be combined with the local distance of the previous paragraphs. The AL provides a figure for an individual that gives the number of branching nodes lying between program structures covered by the individual and the desired program structure [29]. According to Wegener et al. [28] a group of nodes has a certain approximation level when each node group has the following characteristics:

- It has exactly one entry node
- It only contains nodes that are part of at least one path from the entry node to the target node
- It only has exits that miss the partial aim or lead to the entry node of the following node group
- It is minimal, i.e. further division of the node group is not possible without violating the other characteristics

In [29] the node groups close to the target have lower approximation levels than groups which are further away from the target; in [28] this is turned around, meaning node groups closer to the target have higher approximation levels.

**Hamming Distance**

When a condition consists of more than two variables or the variables are not a primitive data type, it is not possible to fit these in the available predicates. The condition in Listing 3.2 on line 2 poses a problem. Three variables have to have the same value to reach the target code, while the `lookingBranch()` method can only take two input parameters. In Listing 3.3 on
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```c
/* regular code */
if(a == b && b == c) {
    /* regular (target) code */
}
/* regular code */
```

Listing 3.2: A condition with more than two variables

```c
/* regular code */
if(someComplexType.isInState(SOMESTATE)) {
    /* regular (target) code */
}
/* regular code */
```

Listing 3.3: A condition with a complex data type

line 2 a complex data type is checked for some state; there is no ‘simple’ primitive to compare this variable to.

To enable the EA to solve these problems, another mechanism must be used. An alternative for—or addition to—the approximation level is the Hamming distance between the two predicates. The Hamming distance measures the number of differing bits between two entities. In Listing 3.3 the `someComplexType` variable changes during execution of the software under test; the target code can be reached when the variable is in some state. The current variable can thus be compared to a variable of the same type, in the desired state: when these variables are translated to a string of bits, the target is reached when they are equal. Suppose the variables are 8 bits long. The current variable can be 1101 0011, while the target is (for example) 1100 1011. The hamming distance is the number of differing bits. In this example, this would be 2; when the EA generates an individual for which this distance becomes 0, it is in the desired state and the target code is executed.

Apart from dealing with complex equations and data types, the hamming distance has another advantage. When by mutation one bit is flipped for an individual, the effect on the actual value can be a change by orders of magnitude; the impact on the fitness value for this individual can be substantial. Think of, for example, an unsigned integer for which the most significant bit is flipped. The numerical value changes drastically, while only one single bit is changed. To abstract away from the mathematical meaning of the bit the hamming distance can be deployed here as well: compare the bit strings of the current and the target values, and utilize the hamming distance for the fitness value.

### 3.3.2 Selection Procedure

The selection procedure determines which individuals are selected to produce the next generation. A number of strategies can be applied; the most simple ones are random selection and elite selection. Random selection randomly selects an individual; elite selection involves picking the individual which has the highest fitness. Random selection is very unpredictable, and elite selection causes the biological equivalent of inbreeding: the same
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<table>
<thead>
<tr>
<th>Parent Chromosome</th>
<th>( n )</th>
<th>Offspring</th>
</tr>
</thead>
<tbody>
<tr>
<td>1101 0011 0111 1000</td>
<td>6</td>
<td>1101 0000 1010 1100</td>
</tr>
<tr>
<td>0010 0000 1010 1100</td>
<td>6</td>
<td>0010 0011 0111 1000</td>
</tr>
<tr>
<td>1101 0011 0111 1000</td>
<td>4,10</td>
<td>1100 0000 1111 1000</td>
</tr>
<tr>
<td>0010 0000 1010 1100</td>
<td>4,10</td>
<td>0011 0011 0010 1100</td>
</tr>
</tbody>
</table>

Table 3.1: Examples of recombinations

individual is selected for all offspring, causing this one individual to spread its genes through the whole population.

To work around this problem, other techniques have been devised [21]. Gross [7] uses ‘tournament’ selection: an individual is randomly selected from the population, after which a second individual is randomly selected. The one with the highest fitness wins. This can be done multiple times, or rounds; this way elite selection is prevented by introducing a random element, while at the same time the amount of rounds determines how elite the selection is.

#### 3.3.3 Recombination Procedures

Recombination of two individuals is done on a genetic level, just as in biology. In an EA this means that recombination (sometimes called crossover) takes place on a bit level. An individual’s chromosome (bit string) is taken and combined with another individual’s chromosome. Recombination can be done at one point, single crossover, meaning that the two bit strings are split at a certain bit and genetic material is swapped. The first two rows of Table 3.1 illustrate a single crossover where the chromosomes are split at bit 6 (\( n = 6 \)).

Double crossover can also be applied; the principle is the same as single crossover, but now two bits are selected for splitting the chromosomes. An example can be found in the third and fourth row of Table 3.1. The chromosomes are split and recombined at bits 4 and 10.

The actual positions where splitting takes place can be fixed or randomized, e.g. when single crossover is applied \( n \) can be 4 for one set of parents, and 8 for another set of parents. The mechanism of single and double crossover can be extended to triple crossover, quadruple crossover, to \( n \)-point crossover. A special case is the uniform crossover: for every bit there is a probability \( p \) that it will serve as a crossover point.

#### 3.3.4 Mutation Procedures

Mutation ensures the introduction of new, or reintroduction of lost genetic material. It involves the flipping of one or more bits of a chromosome; this operation is based on a certain probability that mutation will actually take place. The amount of bits to be flipped differs; Sthamer [21] talks about 1 bit per chromosome on average.
3.3.5 Survival Procedures

In the survival phase it is determined which individual make it to the next generation. In nature often the principle of “survival of the fittest” holds; in an EA this yields a chance of ultimately leading to inbreeding. This method of survival, elite survival, selects only those individuals which have the highest fitness values—this is done for both parent and offspring populations. There are variations on this scheme, which Sthamer describes in [21].

3.4 Proposed Method to Increase TASS’ Code Coverage

The experiments which other scientists conducted were fully focused on fully covering a code section. The situation at TASS is different; parts of the code are already covered by one or more tests. TASS is interested in achieving extra code coverage, i.e., generating test data which covers the currently uncovered code. Combining current test cases with the newly generated cases should yield full coverage. The reason TASS is interested in generating extra test cases—an EA can generate test cases to cover the entire code base—is that the testers and developers fear that the automatic generation of test data will lead to an enormous amount of new tests. They would like to keep the amount of tests within a reasonable limit; one way of achieving this is to take the current tests, and generate some extra cases. This will both increase the code coverage, while at the same time keeping the amount of tests in TASS’ test suites at a manageable size.

Currently the TASS test group analyzes the code coverage by using the profiling options of the GCC compiler, and analyzing the resulting files with LCOV\(^1\). This can be reversed by indicating what has not yet been covered, and creating the instrumentation the EA needs. The EA can then generate a set of test cases which achieve the wanted full coverage.

The process of analyzing what code has not yet been covered and automatically generating instrumentation for the EA falls outside the scope of this work. This work will focus on proving the concept of achieving extra coverage: how should code be instrumented for this goal, and how an EA can be used in an effective way to improve coverage. Instrumentation will be added by hand, as well as starting runs and interpreting results. Future projects can aim at automating these tasks.

---

\(^1\)LCOV is a graphical front-end for GCC’s coverage testing tool GCOV, written by LTP (Linux Test Project). http://ltp.sourceforge.net/
Chapter 4

Evaluation

The previous chapter has described what the methodology will be to generate test cases. This chapter will describe the experiments performed to evaluate the concept of achieving extra coverage. First, general experiments will be performed to make sure the algorithm is functional, and results from experiments performed by other scientists can be reproduced. Second, the experiments will have the emphasis on the TASS-specific case: whereas the first experiments aim on achieving full coverage without any limitation, tests can now be focused on achieving extra coverage. Third, the experiments will focus on the Madymo Workspace code base. This means scaling up to larger pieces of code, with more complicated function arguments. This will give an indication of the usability of the proposed method: will this method of test data generation be usable in a production environment?

The EA will be compared to random testing (RT), for two reasons: RT forms a reference point (it is comparable to the current way of working at TASS), and RT can also show which branches in the software are the hardest to cover.

4.1 Initial Experiments: Verifying Evolutionary Testing

First of all a starting point has to be created. This will be based on existing work, with experiments to verify the results. The way of instrumenting code is based on Sthamer [21], and as an initial algorithm the one used by Gross [7] has been handed to the author. The EA is set up to utilize a tournament procedure, by default consisting of three rounds. Recombination is on a uniform basis, as well as mutation. Survival of individual is on an elite basis.

As probabilities for crossover and mutation the value 0.1 is chosen, to achieve a single-point crossover and single bit mutation per byte on average. Both parent and offspring populations are set to size 20, and the algorithm can perform no more than 50,000 generations.

In literature—[22, 29, 28, 30, 21]—a number of ‘standard’ test subjects are used. Two of these test programs will be used to test the algorithm and instrumentation as implemented for our EA: triangle classification, and the `atof` function.
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4.1.1 Triangle Classification

Triangle classification is a small program, without loops. This will be the first test object; its source can be found in Appendix B.1. The program takes three integers as input, which represent the lengths of the three sides of a triangle. The program sorts the sides by length, and then classifies the triangle as either not a triangle, scalene, equilateral, or isosceles. With RT the isosceles classification is expected to be the hardest branch to cover; this requires the random generation of three exactly identical numbers. The input has been restricted to three char’s, making the search space $256^3$ input combinations; using integers or floats took too long to finish a reasonable amount of test runs.

Random Testing

First of all, all branches are instrumented for random testing. This is only for branch-marking purposes; if a branch is executed, a counter for that branch is incremented. Every branch is given an extra call to the instrumentation-method, `checkBranch()`, shown in Listing 4.1. On line 2 a check is made whether the current branch has already been covered; if not, the number of checked branches is incremented. Finally—line 5—the counter for the current branch is incremented, to keep track of the number of times the current branch has been executed.

Random input data is generated until all branches have been executed at least once; execution is stopped when full branch coverage has been achieved. On a mathematical note, the chance of randomly picking three identical numbers is $\frac{1}{256} \times \frac{1}{256} \times \frac{1}{256} = \frac{1}{16777216}$; this means that on average there should be 65 536 runs before three identical numbers are randomly chosen in a search space of 256 elements per number.

Running the random test program for a 1 000 times with different seeding for each run gives an average of 65 464 runs before full coverage is achieved.

Evolutionary Testing

Now the evolutionary algorithm is put to the test. Again, each branch is instrumented with a call to `checkBranch()`: it is the same as in Listing 4.1, with the addition of some administration for the LOOKING node.

Extra instrumentation is added to actually guide the execution of the EA. This is done by adding calls to the `lookingBranch()` method, which is shown in Listing 4.2. This function is called with three arguments: the node number of the direct sibling, and two

```java
void checkBranch(int b) {
    if (!checkedBranches[b]) {
        checked++;
    }
    checkedBranches[b]++;
}
```

Listing 4.1: The `checkBranch()` method for RT

Random input data is generated until all branches have been executed at least once; execution is stopped when full branch coverage has been achieved. On a mathematical note, the chance of randomly picking three identical numbers is $\frac{1}{256} \times \frac{1}{256} \times \frac{1}{256} = \frac{1}{16777216}$; this means that on average there should be 65 536 runs before three identical numbers are randomly chosen in a search space of 256 elements per number.

Running the random test program for a 1 000 times with different seeding for each run gives an average of 65 464 runs before full coverage is achieved.

Evolutionary Testing

Now the evolutionary algorithm is put to the test. Again, each branch is instrumented with a call to `checkBranch()`: it is the same as in Listing 4.1, with the addition of some administration for the LOOKING node.

Extra instrumentation is added to actually guide the execution of the EA. This is done by adding calls to the `lookingBranch()` method, which is shown in Listing 4.2. This function is called with three arguments: the node number of the direct sibling, and two
void lookingBranch(int b, int prd1, int prd2) {
    if (b == looking) {
        fitness = (1.0 / pow((abs(prd1 - prd2) + 0.01), 2.0));
    }
}

Listing 4.2: The lookingBranch() method for the EA

predicates. A fitness is calculated in line 3, but only when the sibling of the current node is the LOOKING node. At this point in the project the fitness is stored globally, because every branch calls lookingBranch() and only one of them (where \( b \) equals the LOOKING node) will calculate a fitness. Because the software under test, the triangle classification program, does not contain any loops there is no need for any extra loop instrumentation.

The EA evolves in generations, and each generation requires the evaluation of new offspring. Each evaluation requires the execution of the software under test; for comparison with RT the number of required executions—before full coverage is achieved—is counted. When 1 000 runs are performed, and average of 72 931 executions are needed for achieving full coverage. As Table 4.1 shows, evolutionary testing requires about 10% more test cases than random testing.

The EA is actually less efficient than random testing! This contradicts results achieved by Wegener et al. in [28] and [29], as their EA outperforms RT. Further investigation of the intermediate output shows that one particular branch is the hardest to cover; the branch where a isosceles triangle is detected, i.e., three identical inputs have to be generated. This branch is in a nested IF statement, which can be seen Figure 4.1. The LOOKING node is node 6. The problem is that the node which will calculate a fitness for node 6, being node 7, is in an ELSE IF construct. So to actually calculate a fitness value, first the condition for node 7 has to be fulfilled. The instrumentation in its simplest form leads to a situation where no fitness values are calculated. The EA will perform recombinations and mutations without guidance of a fitness value: the EA degenerates to a form of random testing. The EA needs to randomly generate (by means of the unguided recombination and mutation) an individual which fulfills the ELSE IF condition; then the EA can calculate a fitness for node 6, and converges to fulfilling its condition in only a few generations.

In an attempt to reproduce and verify the results, the triangle classification experiment was repeated; again 1 000 runs of the EA are performed, with another seeding of the random number generator. This time, the EA on average finished in 36 869 executions. In the first experiment the average was 72 931 runs; a factor two difference! Apparently, 1 000 runs is not enough to obtain a reliable average. Therefore, the experiment was repeated with 10 000 runs. On average, the EA now requires 41 851 executions; each run eventually converged to a solution. Researching the progressing average shows that it takes about 5 000 runs of the EA before the average number of executions stabilizes; this means that the performance of the EA in this form is very unpredictable.
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Adding Extra Instrumentation

Investigating the code reveals a possible cause of the previous, rather strange result: the last branch to cover resides in a nested if statement. As the instrumentation only gives information on direct sibling nodes, the algorithm never receives feedback on certain input! Studying Baresel et al. in [2] shows that Baresel has found the same problem; the solution is as simple as it is effective: add extra instrumentation to parenting nodes. A parenting node can ‘tell’ the EA how to reach nested statements. The same holds for the example in Figure 4.1: a ‘virtual’ node can be added. Now there is an IF . . . ELSE IF construct, which cannot determine fitness for most individuals; if an ELSE block is added, which ‘catches’ the individuals not fulfilling one of the two conditions, guidance for the EA towards the LOOKING node is provided.

The extra instrumentation is added, and the experiment is repeated: again 1 000 runs are performed, and the average number of executions is measured. This time the EA needs 1 789 executions to achieve full coverage: 36.6 times less than RT. However, again, the same branch as in the previous experiment was the hardest to cover. Investigating the output reveals that almost all effort goes into finding an input for this branch; the rest is covered by the initial input or during the search for this difficult branch.

Hamming Distance

In an attempt to further improve the performance another speedup is sought. In the previous run the problem was that it was hard to push the three input variables into two predicates for the lookingBranch() function. The three variables are combined into one equation in an attempt to objectively compare them. The problem is that when mutation changes a single bit—a small change on chromosome level—the consequence can be that the numer-
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<table>
<thead>
<tr>
<th>Testing with</th>
<th>Avg. no. of exec’s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Testing</td>
<td>65 464</td>
</tr>
<tr>
<td>Evolutionary Testing</td>
<td>72 931</td>
</tr>
<tr>
<td>Evolutionary Testing w/ extra instr.</td>
<td>1 789</td>
</tr>
<tr>
<td>Evolutionary Testing w/ Hamming dist.</td>
<td>1 127</td>
</tr>
<tr>
<td>Evolutionary Testing w/ Hamming dist. &amp; extra instr.</td>
<td>395</td>
</tr>
</tbody>
</table>

| RT/ET | 0.9 | 36.6 | 58.1 | 165.7 |

Table 4.1: Average number of runs required to achieve full coverage in the triangle classification program

The change of the predicate is enormous: changing the most significant bit of one of the variables yields a huge change in the predicate.

To abstract away from the meaning of a single bit Jones et al. [11] utilize the hamming distance: the number of differing bits. After some experiments on paper comparing three char’s the following mechanism has been devised. First, the three variables are combined into one bit string:

\[ \neg(a \oplus b) \land \neg(b \oplus c), \]

where \( \neg \) is a logical NOT, \( \oplus \) is a logical XOR, and \( \land \) is a logical AND. This logical equation will produce a string of ones when all three variables are identical. This can be used as the first predicate; the second predicate is a string of ones, of the same length as the input variables—0xFF in the char case. Now the number of differing bits is used as fitness measure. Because the EA is based on the maximization of the fitness values, the reciprocal of the number of differing bits is used:

\[ \text{fitness} = \frac{1}{|\text{dist}| + \delta} \]

\( \delta \) is an arbitrary small value, introduced to prevent division by zero. Swapping a bit now has minor numerical consequences. Also, for comparison reasons, the extra instrumentation is removed. After implementation the EA is run again for 1 000 times. The results can be seen in Table 4.1: 1 127 executions, which is 58.1 times less than RT. When the extra instrumentation is added again the EA only needs 395 executions on average, which is 165.7 times less than RT.

Analysis of Initial Experiments

Wegener et al. [28] achieved results which are quite different from the results for this work. His EA achieved only 10% less required executions than RT. Wegener also mentions test times varying between 160 and 254 seconds for full coverage, meaning 4–6 seconds per partial aim. Testing time for the experiments for this thesis were, in the Hamming distance case, less than a second for full coverage. In the case with extra instrumentation
the execution took a little longer, with a few spikes to a couple of seconds—again, for full coverage.

It is unknown what sort of hardware has been used for Wegener’s experiments. The article containing data on his experiments has been published in 2001. Research on Intel’s processor history\(^1\) learns that the Pentium4 was introduced just before that time, running at speeds below 2GHz and missing a lot of enhancements which are present in current processors. The experiments carried out by the author have been run on a Pentium4 running at 3.60GHz—this probably partly explains the difference in running times. This does not, however, explain the difference in achieved speedup. Wegener has based his fitness on evaluating “individuals according to the branching conditions of the test object”, just as for the experiments for this work. Wegener also utilizes the approximation level. With this measure as part of the fitness he achieves the same speedup as has been achieved by the author with use of extra instrumentation, as explained in Section 4.1.1; introducing the Hamming distance as part of the fitness function as explained in the previous section yields an enormous increase in performance.

### Analysis of Reliability

A histogram has been created for the four versions of the EA, keeping track of the amount of needed executions per run, 1 000 runs in total; the results can be seen in Figure 4.2. The initial version performs well: a lot of runs were finished within 10 000 executions. The problem is that sometimes the algorithm hardly converges to an answer; this is shown by the “Too many” column, meaning that it took over 100 000 executions. Of course this pushes the average to a higher number. The initial version is unpredictable: most of the times a solution is found rather quick, but not as often as desired. In one case the EA was unable to find a solution at all—50 000 generations, totaling 1 000 040 executions.

Extra instrumentation practically eliminates this problem; in only two occasions the EA took a long time to converge—but converging it did. A solution was found in every run. The hamming distance performed better on average than the extra instrumentation, but as the graph shows this is at the cost of variance in results. Combining extra instrumentation and hamming distance seems to be the key. All runs finished within 10 000 executions. To illustrate the power of this combination, Figure 4.3 shows more detail. Note the difference in scale of the X axis! As can be seen, all runs finish within 1 000 executions. It seems that for both figures, a Normal or Poisson distribution can be seen in the data, aside from the “Too many” column. Maybe this information can be used in the future to predict the needed amount of runs; this falls beyond the scope of this work.

Jones et al. in [11] performed a number of experiments, among which the triangle classification. His results are summarized in Table 4.2. Now he actually used the Hamming distance, and still only managed to achieve a factor nine in efficiency. The only plausible conclusion is that the fitness function construction differs, just as Baresel et al. concluded in [2]. Further investigation learns that Jones uses a another variant on the triangle classification program, which also classifies triangles as being right-angled. The program for this work does not do this. Running random tests with this second version learns that the branch

---
\(^1\)History can be found on Wikipedia, [http://en.wikipedia.org/wiki/Intel](http://en.wikipedia.org/wiki/Intel)
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Figure 4.2: The amount of runs per execution categorized, for 1000 runs

Figure 4.3: Distribution for the run with hamming distance and extra instrumentation
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<table>
<thead>
<tr>
<th>Testing with</th>
<th>Avg. exec’s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Testing</td>
<td>163 000</td>
</tr>
<tr>
<td>Evolutionary Testing</td>
<td>18 000</td>
</tr>
</tbody>
</table>

\[
\text{RT/ET} = 9
\]

Table 4.2: Jones’ results on testing with triangle classification

which is hardest to cover—and thus determines the amount of executions—is exactly the same branch as in the first version: the equilateral triangle case. Wegener tests with both three integer and three float input variables. Even when an integer is only 16 bits long, the average needed amount of randomly generated test cases is \((2^{16} - 1)^2 = 4294967295\); Wegener only needed 199,743 test cases. Floats are even longer, thus needing many, many more test cases; Wegener only needs 215,834 random test cases in the float scenario. How these results have been achieved is unclear to the author; the differences in achieved performances cannot be explained by the difference in version either.

4.1.2 The `atof()` Function

`atof` has been taken from the standard C libraries. It is more complex than the triangle classification program, because of the loops it contains, the size of the program, and because of the search space. The source of the `atof` program can be found in Appendix B.2. `atof` takes a string as input, and produces a double as output: it converts the given text—an array of characters—to its corresponding double. The size of the input string has been limited to 10 characters. This implies a search space of \(256^{10}\) input combinations\(^2\), as all possible bit-combinations are used as input.

Random Testing

Just as with the triangle classification program, `atof` is tested with random input first. The code is instrumented to collect coverage data, and random data is used as input as long as full coverage has not been achieved. As shown in Figure 3.2b, loops have to be handled in a special way, this time the instrumentation is adapted for the handling of loops.

Performing a single run of the RT algorithm showed that the execution of 1,000 runs would take an unacceptable amount of time. Therefore, for this experiment 100 runs are performed and for every run the amount of executions needed to achieve full branch coverage is counted. The results are a lot worse than expected, as shown in Table 4.3. Random testing needs an enormous amount of test data, and takes a lot of time: about thirteen minutes on average. On average 1,660,936,793 executions were needed before full coverage was achieved. The maximum number of executions was 7,491,066,187, which took more than 90 minutes to complete.

\(^2\text{A char is one byte long, thus having 256 possible values.}\)
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<table>
<thead>
<tr>
<th>Testing with</th>
<th>Avg. exec’s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Testing</td>
<td>1 660 936 793</td>
</tr>
<tr>
<td>Evolutionary Testing</td>
<td>54 339</td>
</tr>
<tr>
<td>( RT / ET )</td>
<td>30 566</td>
</tr>
</tbody>
</table>

Table 4.3: Average number of runs required to achieve full coverage in the `atof()` program

```cpp
void Simple_Popul::lookingBranchLoop(int b, int its, int reqIts) {
    if (b == looking) {
        fitness = (1.0 / pow((abs(its - reqIts) + 0.01), 2.0));
    }
}
```

Listing 4.3: The `lookingBranchLoop()` method for the EA

Evolutionary Testing

In Section 3.2.3 it is stated that the number of iterations made in a certain loop is directly linked to the individual. The newly written function `lookingBranchLoop()` is listed in Listing 4.3. For a certain branch \( b \) there are \( reqIts \) loop iterations required; this number is compared to \( its \), the actual number of iterations. A fitness is then calculated solely on the number of iterations.

Again 1 000 runs are performed, each run seeking for full coverage. The result is found in Table 4.3: on average, the EA needed 54 339 executions of the software under test; a speedup of 30 566 times less needed executions than RT! Execution time, even the worst case, is in the order of seconds in stead of minutes or even hours in the RT case.

Analysis

In the triangle classification program the usage of a Hamming distance greatly improved the performance. For the `atof` program the various predicates all consist of comparing two primitive values; the hamming distance has not been used in the `atof` case, simply because there was no need to do so. Figure 4.4 shows the distribution of the number of required executions for achieving full coverage. The distribution has a lot of the characteristics of the distribution in the triangle case; the same normal or Poisson distribution. One of the things that stand out is the amount of runs where there were “too many” runs. Looking at the logs reveals that the runs are long, but in the end they do converge. It takes about 400 000 runs to finish the execution of the EA in the most extreme cases.

All in all the EA does its work efficiently; over 70% of the runs finishes within 60 000 executions. A considerable improvement over RT, which is too slow for use in a real-world situation. The `atof()` program is more complex than the triangle classification program, but still fairly simple compared to ‘normal’ software.

Comparing the achieved results to Wegener’s results (from [28]), which have been summarized in Table 4.4, a number of differences stand out. Wegener tests with a ten-
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Figure 4.4: The amount of `atof()` runs per execution categorized, for 1000 runs

<table>
<thead>
<tr>
<th>Testing with</th>
<th>Avg. exec’s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Testing</td>
<td>1251038</td>
</tr>
<tr>
<td>Evolutionary Testing</td>
<td>35263</td>
</tr>
<tr>
<td><strong>RT/ET</strong></td>
<td><strong>35</strong></td>
</tr>
</tbody>
</table>

Table 4.4: Average number of runs needed by Wegener for the `atof()` program

class character string, so his search space also is $256^{10}$ individuals. The first major difference is the achieved speedup: 35 versus 30566 times faster than RT. The second major difference can be found in the number of required random tests. This second difference is hard to explain: the same string length, the same amount of possible characters per position (256), exactly the same as for experiments conducted for this work. The only difference is that Wegener performed all experiments ten times, instead of 100 or 1000 times; maybe Wegener was ‘lucky’. Because `atof` is a standard function, with standardized input and output; a difference in version such as with the triangle classification program, is unlikely.

4.1.3 Interim Summary and Conclusions

The initial version—without extra instrumentation and without hamming distance—is too unpredictable to be usable in a real-world situation. Extra instrumentation is required for the EA to behave in a predictable way, and assure converging to a solution in an acceptable
amount of executions.

If more than two predicates are to be compared, the algorithm needs some mechanism to abstract away from the actual meaning of the predicates. Here the hamming distance was introduced, greatly improving both performance and predictability of the EA. Abstraction is used on more levels in the EA; in the handling of loops and dealing with complex data types other forms of abstraction are utilized. It serves as a mechanism to enable objective comparisons between individuals, which are otherwise not comparable in a native way.

When the instrumentation is adapted by adding calls to nodes higher up in the CFG and utilizing the hamming distance, the EA requires 165 times less executions of the software under test than RT in the triangle classification program. Even in a simple program there is an enormous increase in efficiency. In the atof() tests the efficiency was increased much more: the EA required over 30,500 times less executions of the software under test before test data were generated. Execution times went from 13 minutes on average for RT to only a few seconds for ET.

Evolutionary testing has been proven efficient, fast, and predictable: our algorithm achieves better results than previous works, while achieving a low variance in required executions. However, the success of the algorithm greatly depends on the instrumentation: how are predicates composed, and sometimes a form of abstraction is needed—for loops and multi-variable predicates. Abstraction is also required for complex data types. Sthamer in [21] explains that also for this purpose the hamming distance can be used; this is supported by Jones et al in [11].

4.2 Improving Code Coverage with Meta-heuristics

Now the concept of evolutionary testing has been reproduced the research can be focused on achieving extra coverage—the main research questions for this project.

The Madymo code base is already partly covered by tests, making it unnecessary to instrument all code. The effectiveness of ET has been proven in the previous sections, when it comes to full instrumentation; now the question becomes how to partially instrument the code, without losing predictability, and still reach the coverage targets in an easy way? After all, the instrumentation also ordered the execution of various targets; partial instrumentation removes part of the guidance mechanism of full instrumentation.

4.2.1 Sparse Instrumentation

Partial instrumentation in its most simple form means removing all instrumentation except for those branches needing coverage: the untested code. In the previous experiments one branch emerged as the hardest to cover. Let’s assume that all code is already covered by tests, and only this branch, this exceptional case, is not tested yet. What will happen when only this branch is instrumented with a checkBranch() call, and its direct sibling(s) are instrumented with lookingBranch() calls; the code is sparsely instrumented. Although a few calls are needed, this will be treated as a single instrumented branch. The instrumented branch itself is not a nested structure; it evaluates a variable which is depending on the outcome of all sorts of nested structures.
4.2 Improving Code Coverage with Meta-heuristics

<table>
<thead>
<tr>
<th>Instrumentation</th>
<th>Triangle</th>
<th>\texttt{atof()}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Branches</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Instrumented branches</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>Avg. exec’s required</td>
<td>395</td>
<td>442</td>
</tr>
</tbody>
</table>

Table 4.5: Comparison of full and sparse instrumentation, applied to the \texttt{atof()} program

Triangle Classification

For triangle classification a histogram of the achieved results can be seen in Figure 4.5; the distribution is almost the same as with full instrumentation. Note that the instrumentation utilizes the hamming distance, resulting in a solution for every run. The average amount of executions is a little higher, but that is basically the only difference; for triangle classification, sparse instrumentation seems to be effective. Of course this is a very small test program, and additional experiments are needed to show whether other programs give the same result.

![Triangle executions](image)

Figure 4.5: The amount of triangle runs per execution with sparse instrumentation

The \texttt{atof()} program

The same experiment as in the previous section has been repeated for the \texttt{atof()} program. From the logs of the initial experiments it became clear that two branches are the hardest to
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cover; these two branches are instrumented, and the EA is run. The results are summarized in Table 4.5. Remember that this program is much more complex than triangle classification. Again, these numbers are based on 1 000 runs of the algorithm. Surprisingly, the sparse instrumentation does a fairly good job. Of course it performs much worse on a per-branch basis, but considering how difficult it is to actually cover this branch it is remarkable how fast the EA converges.

However, as Figure 4.6 shows, the variation is enormous. It shows the same distribution as before, but note that a lot of runs ended with “Too many” executions—73 runs to be precise. In 10 of these 73 cases, the EA is unable altogether to come to a solution in 50 000 generations or approximately 1 000 000 executions. This is where the sparse instrumentation seems to fail: on average it performs much better than expected, but at the cost of predictability of the EA.

![Graph showing distribution of atof() executions](image)

**Figure 4.6: The amount of atof() runs per execution with sparse instrumentation**

4.2.2 Steering the EA Towards Target Nodes

With the unpredictability of sparse instrumentation from the previous sections in mind, the next step is to try to give hints to the EA: i.e., to steer the algorithm towards the right branch. In the atof case this can be accomplished by adding instrumentation to the branches where the tested value is being ‘built’. However, fitness values are determined for the current LOOKING node in a way that there is always only one fitness determination per invocation of the software under test for every target node; even for the extra instrumentation as
described in Section 4.1.1 the determination of a fitness value is unique. Adding instrumentation to steer the EA involves multiple fitness determinations for the same target node: in the execution tree certain branches have to be taken to eventually reach the target node. For each of these nodes where execution can miss the target node extra instrumentation is added.

When the software under test is called with a certain individual, the LOOKING node can only be reached when a certain path through the CFG is taken. For example: when the LOOKING node is in a nested IF statement, the condition for the first IF statement has to be a certain result. Here instrumentation can be added, so the population will evolve to taking the desired branch, meaning the fitness of the population gets higher and higher. When this branch is taken—this subgoal has been met—execution flows to the next node. Execution now splits again, at this node; fitness has to be determined in another way, resulting in new fitness values which can be significantly lower than fitness values achieved by other individuals which missed the first target branch. This means that although execution is closer to the target node but the fitness is lowered, resulting in a lower chance of survival!

The approximation level as explained in Section 3.3.1 seems like a solution. The fitness determination can be preserved as it is, and the approximation level can be added. The approximation level (AL) has precedence over the fitness value, i.e., the AL becomes the most important variable in the sorting and fitness determination algorithm. A smaller AL means that execution of the current individual achieved execution of code closer to the LOOKING node; a higher fitness means that the individual is closer to achieving execution of code closer to the LOOKING node, i.e. reaching a branch with a lower AL.

Calculating a fitness now depends on a few parameters. First of all, most important, the branch parameter \( b \), see Listing 4.2 on page 23) is compared to the current LOOKING node. If these match, the next parameter to be checked is the AL. This is a new parameter; if the AL is larger than the AL already achieved by this individual, the fitness will not be updated. If the AL is smaller than the already achieved AL, this new AL will be the new standard. In the latter case, as well as when the AL is equal to the already achieved AL, the fitness will be updated. No conflict will arise from this operation, because the combination of AL and branch is unique! This way all individuals will be assigned an AL and a fitness value, making them comparable again on two criteria, of which the AL is the most important.

This mechanism is implemented in the EA, and the test programs are re-instrumented with the necessary approximation levels. The EA now seeks coverage for specific targets, with partial instrumentation, based on fitness and approximation level.

**Triangle Classification**

The triangle classification is a small program, and testing such a mechanism as AL on such a simple program might not lead to drastic results—if any at all. The branch which is the hardest to reach is set as only target, and instrumentation in prior nodes is added with appropriate AL’s. The average amount of executions for 1 000 runs is 304. Looking at Table 4.5, it can be concluded that the AL yields an improvement of 31 percent less executions needed. As Figure 4.7 shows the distribution of the runs is very clean: there no
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runs with “too many” executions.

The _atof(_ ) Program

Now the more complicated _atof(_ ) program is tested. This is a much more complicated program, and significant results can be expected. The same two hard to reach branches are instrumented, and extra instrumentation with AL information is added. Again, remember Table 4.5; 58 395 executions were needed on average to achieve full coverage with sparse instrumentation. Now, when 1 000 runs are performed with the AL added to the EA, on average 10 807 executions are needed. An increase in performance of 81 percent less needed executions!

The distributions of the needed executions is shown in Figure 4.8. It might look like a lot of the runs required “too many” executions. To be precise, 59 runs fall in this category; this may seem as a lot, but all 59 runs did converge to a solution within the set limit of 50 000 generations (approximately 1 000 000 executions). The worst case required 384 680 executions; a little over 33 percent of the limit.

4.2.3 Interim Summary and Conclusions

Already the usefulness of an EA has been proven in this chapter. This section studied the performance of ET in an environment where only certain branches needed to be covered. Parts of the code are already covered by tests, and only the rest of the code needs covering. An attempt was made with ‘sparse’ instrumentation, i.e., only the branch to cover was instrumented. The results were encouraging, but performance was unpredictable.

Adding another mechanism to the EA, the so-called approximation level (AL), should improve the performance. The AL steers the execution of the EA towards the target node(s) by adding information on how far away execution is from those target branches. This yielded remarkable improvement. Where sparse instrumentation needed about the same amount of executions as in the fully instrumented examples but introduced great variance in results, the AL leads to much faster convergence.

The AL has proven to be very useful for creating test data for only parts of the code. In the triangle classification program a solution was found in 304 executions; a 31% improvement over sparse instrumentation. In the _atof(_ ) case a solution was found in 10 807 executions, which was an 81% improvement over sparse instrumentation.

The conclusion at this point, is that an EA could very well lead to improving the code coverage of an application and that addition of an AL is of great help to reduce variance and increase convergence speed. The next step is putting the EA to the test in a real-life environment: applying it to parts of the code base of the Madymo Workspace.

4.3 Applying the Evolutionary Algorithm to More Complex Code

In the previous sections the concept of improving code coverage with the use of an EA has been proven on programs, which are being used as examples throughout the academic
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Figure 4.7: The amount of triangle classification runs with approximation level

Figure 4.8: The amount of `atof()` runs with approximation level
world. The next challenge is applying the same algorithm and methodology to a more complex and real-world situation: the Madymo Workspace applications.

4.3.1 Workspace Applications

The Madymo Workspace consists of a number of programs, all of them having a large code base of multiple KLOC\(^3\) each. Much of the code is dedicated to the graphical user interface (GUI) of the separate applications, which takes events from the GUI as input. Because the EA starts at random input it is infeasible that the necessary events will be generated. They also have to be generated in the right order; therefore the GUI code will not be part of the experiment. A more interesting part of the code base is the pkg, or “package” library: a collection of service routines, used by all Workspace Applications, with a large range of functionality. The amount of GUI code is limited, making the pkg library an interesting piece of code to instrument and test with the EA.

Together with TASS’ main Software Architect and later also with one of the Senior Developers the library has been reviewed, looking for interesting pieces of code to test. The findings were combined with a study of the generated coverage reports—generated by a member of the Test Group—to determine where improvement of the code coverage is wanted.

Looking at the code, a number of differences with respect to the previous experiments immediately stand out:

- Opposed to the initial experiments, all applications and libraries are written in an object oriented language (C++), as opposed to the previous programs, which were written in a procedural language (C);
- Parts of the code are templated\(^4\);
- Conditions in IF statements, WHILE statements, etc, are constructed very differently than those in former experiments;
- There are many, many dependencies which need solving.

These points will be explained in more detail below.

Another Programming Language

The C++ language is an object oriented (OO) language; the code of the Workspace uses a large amount of classes, introducing methods and attributes per class. Where the sequence of execution in C programs can be determined with relative ease, the order of execution in a C++ program cannot be guaranteed anymore. As Section 3.2.2 explained the order in which all instrumented branches are numbered has an influence on the execution of the EA. The C++ language thus introduces a challenge.

\(3\)KLOC: common term for 1000 Lines Of Code

\(4\)Templates are a form of Generic Programming; more information can be found in Wikipedia’s article on generic programming.
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Generics

One of the features of C++ is the availability of generics. In the source of the Workspace this mechanism is often used, introducing a layer of abstraction in the code. Segments of code are written for families of classes, and are thus executed by various data types, of varying sizes. This will make instrumentation of such code segments more challenging than ‘normal’ code. This also has effects on the initialization of the EA. The length of the chromosomes is fixed; as data types can vary with generics the actual size of data types is only known at runtime.

Conditions

In the initial experiments, all conditions were on a mathematical basis. Numbers were compared for equality, one being greater than the sum of two others, et cetera. These mathematical comparisons are very rare in the Workspace code. Many of the conditions are a method call on an instance of an object, resulting in a boolean value, as can be seen in Listing 4.4.

Cheon and Kim [5] propose to just move the code from such a method call to the calling condition. This can only be done in the most simple cases, and in general will not solve the problem. Baresel and Sthamer [1] show that in certain circumstances it is possible to steer the execution in such a way that related variables are set to a required value, so eventually the target can be executed.

Dependencies

Opposed to the prior experiments which mainly uses primitives as input, intermediate results, and output, the software in the package library hardly uses primitives at all. Parameters are instances of classes, intermediate results are method calls, which in their turn depend on other variables—primitives or complex data types—making it very hard to control from the EA point of view.

4.3.2 Program States

Related to the dependencies mentioned in the previous section, is the state of an object. Global variables can indicate the state of an instance of a class, and methods produce a certain result depending on the current state. Multiple calls on an instance can alter these variables, thus requiring an unknown number of method calls before the required state is achieved. These global variables are often not part of the input parameters, making it impossible for an EA to optimize them: a certain state is required to achieve the desired result,

```c++
if (msgQueue.isFull()) {
    // Target code
}
```

Listing 4.4: A segment of code with an example of a problematic statement
4.4 Madymo Solver

To test the EA in a procedural industry standard piece of code, an attempt is made to use ET in the mathematical solver of Madymo. The solver has been written in Fortran, a procedural
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language, and the EA should thus be able to generate test data for the solver. Instrumentation is to be added, and an attempt is made to generate test data for the solver.

4.4.1 Instrumenting the Solver

Instrumenting the solver introduces two difficulties. First, the solver is written in Fortran and the EA has been written in C++. Second, the solver highly depends on input gathered from XML files (so-called input decks).

Combining Fortran with C++

To be able to communicate between the solver and the EA a new layer is to be added to the EA. This ‘wrapper’ is a C (procedural) interface to the EA. This way the solver can make calls to the EA to give feedback on achieved coverage, enabling it to assign a fitness to individuals.

Input Parameters

The methods (or functions) in the solver take 20 to 25 parameters. In Fortran functions cannot explicitly return a value: this is done through the parameter list. Part of the parameters thus serve as return variables.

Another part of the parameter list are data arrays, such as elements or forces on elements, which come directly from an input deck or are calculated on a high level of the solver. As the EA cannot generate entire meaningful XML files, this is a challenge. The solver is highly dependant on input decks. Therefore the choice is made to alter the EA: instead of running the EA as main program—which makes a call to a piece of code in the assigned fitness function, the entire solver is compiled. In the solver a call is added to a function in the wrapper of the EA, which prepares the EA. The method under test is separated, and the fitness function makes a call to the separated function. This way the amount of input parameters can be controlled, and necessary elements are provided by a simple input deck.

The solver can now be run with the input deck, and execution is intercepted at the method under test. The EA than takes over, generating test data which can be added to a unit test. When the EA has finished a call is made to the solver, requesting a shutdown of the solver-run. Execution is then ended.

4.4.2 Generating Test Data

A procedure in the solver has been selected by the manager of the test group. It is a procedure from the lowest layer of the solver, where the actual calculations are performed. It represents a material type, and calculates stress increments using an orthotropic, elastic damage model. Of the parameter list, only one parameter actually influenced the execution flow. Although more parameters would have been more challenging, this parameter is one of double precision: an 8 byte long number, consisting of a significand and a mantissa. It
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can be considered a complex datatype. At some point in the procedure this parameter is tested in an IF...ELSE block for a zero value; this branch is instrumented.

When 1 000 runs of the EA are performed a solution is found in 70 929 executions on average. In eight runs the EA is unable to generate a solution. The generated solutions is always the same: $NaN^5$. Studying standard IEEE 754 [10] learns that the bit pattern for $NaN$ is a zero significand and a non-zero mantissa. The EA generates $NaN$ because the mantissa is converging to the biggest negative number possible—being closer to zero—and the significand converges to zero. When the significand reaches zero, $NaN$ is generated. It is a special case, but fulfills the condition. It has been checked that both the EA and the solver interpret $NaN$ the same.

This proves (although for a simple case) that the concept works in a real-world, non-C, live environment.

4.5 Method Evaluation

It has been confirmed that an EA can be used as a means to automatically generate test cases for achieving full code coverage. Using optimizations as the addition of extra instrumentation calls to steer the EA towards the target node, as well as utilizing the hamming distance as comparing mechanism for individuals greatly improved the performance of the EA.

When an unmodified EA is used for achieving extra coverage, the results become very unpredictable. The EA cannot cope with the removal of instrumentation in the parts of the already covered code: it either fails to find a solution at all, and when a solution is found the amount of executions needed greatly varies. By adding extra instrumentation calls to the software under test the EA receives extra guidance; however this introduces ambiguity of fitness values. The fitness is determined multiple times per individual, because multiple branches have to be taken to reach the target code. When an extra measurement is introduced, the approximation level or AL, this problem is solved. The AL enables the EA to distinguish between reached branches, thus rewarding individuals getting closer to the target nodes with a higher chance of survival. The AL becomes the most important metric in the EA; the numerical fitness value is still used to compare individuals achieving the same AL. This ensures unique AL/fitness combinations for each individual, providing a way of adding instrumentation without losing efficiency of guidance. Experiments proved the expected effect: partial instrumentation with the use of AL’s leads to fast results, with a much larger probability of converging to a solution.

4.5.1 Applying the Method

When an attempt was made to apply the method to the Madymo Workspace code, research showed that the EA as it was developed for this work is not usable in an object oriented (OO) environment. An OO environment, compared to a procedural environment as used for the experiments, introduces complexities and dependencies which cannot be solved without introducing much extra work—which needs to be done by hand. This extra work also

\[^5\text{NaN is a special numerical value; it is an acronym for Not a Number.}\]
requires in-depth knowledge of the code. These issues lead to the conclusion that although the EA and the principle of partial instrumentation give promising results, it needs another way of chromosome composition and how the EA deals with chromosomes when it is used in an OO environment.

To be able to test the EA in a real-world, live environment, options for applying the EA to the Madymo Solver have been explored. A procedure in the solver has been instrumented to achieve code coverage in a specific branch, and the solver has been put on top of the EA, making the solver the ‘leading’ application. Creating a C wrapper around the EA makes it possible to use the EA in a non-C environment: the EA generates test data, covering the instrumented branch.

4.5.2 Usability
Although the concept of partial instrumentation in a procedural has been proven successful in this work, there are drawbacks. During our experiments it became clear that the algorithm in its current form is not usable in an OO environment: it can only operate on software written in a procedural language. Generics, complex conditions, the state problem and the complex dependencies pose a challenge too great for our EA. Genetic programming can—most likely—solve the problems we encountered.

Second, as already indicated in Section 1.3.2, adding the instrumentation calls has been done by hand. This is a laborious work, and hampers using the EA in its current form. If this process is automated—which should be possible, there are tools to automate this—ET could be of great help for TASS. An EA is very well able to generate extra cases, as an addition to existing test cases.

This project aimed at proving the concept of automatically generating test data in an environment where parts of the code are already covered by existing test suites. This concept has been proven to be very successful; although more work is needed—as will be explained in the Future Work section (Section 5.2)—before such a method can be actually implemented in a live environment, our results are promising enough to keep researching this approach.
Chapter 5

Summary and Future Work

TASS wanted to increase their code coverage by means of some automated search for test data, without increasing test suite size too much: the amount of tests should be limited. EA’s have been used for achieving full test code coverage, but no attention was paid to how this was achieved. Especially TASS testers and developers indicated that achieving full code coverage is important, but the price of an unmanageable amount of tests is too high.

This work has successfully proven the possibilities when utilizing an EA in an environment where parts of the code are already covered by one or more tests. An EA has been adapted to be able to cope with the new situation in which it needed to operate, and test cases have been selected.

This chapter will reflect on the performed experiments, and what the results mean for the concept of ET in an already partly covered code base. Also it will try to indicate what future work must be done to make this method a success.

5.1 Conclusions

Other works have been investigated, which indicated that an EA is capable of automatically generating test data for achieving full code coverage. Before we extended this approach to achieving extra code coverage, an EA had to be designed and verified to work correct. The concept of ET has been confirmed, looking for full code coverage. We have adapted the form of instrumentation by strategically adding extra lines of instrumentation, and introducing the hamming distance. This combination led to an enormous increase in efficiency, outperforming previous works; this also led to a decrease in variance of length (in terms of required executions) of the required run for achieving full coverage. Our EA gives fast results, with great reliability.

When these results are extended to a new concept, being increasing code coverage, it has been shown that instrumenting only those branches which need covering is not enough: although the EA is able to often converge to a solution, the results are very unpredictable. There is great variance in the required amount of executions, and in some cases the EA was unable to generate a solution at all within the set limit of 50 000 generations, or approximately 1 000 000 executions. Simply adding extra instrumentation calls to guide the
execution introduced ambiguous fitness values. To solve this the so-called approximation level was added as an extra measure of fitness. This improved the performance of the EA: the average amount of required executions was lowered, and the amount of variance in the results was reduced. This proved the concept that an EA can generate test data to increase code coverage.

After initial experiments, this concept has been applied to an industry standard piece of code: a part of the Madymo Solver, written in Fortran. Although this introduced two new challenges (another programming language and the dependency on XML input decks), the EA was able to generate test data for a test case.

The problem statement for this work was: *Can regression test code coverage be improved by genetic or evolutionary algorithms, in the context of TASS.* The experiments led to the conclusion that ET can be of great value for TASS: our method has the potential to make the process of test-designing shorter and more easy. Tests can automatically be generated to increase code coverage, and only the input-output combinations have to be verified. When this is done, a number of new regression tests has been created. This reduces the needed effort (human labor) in the designing of tests, and can thus save money and time. Also the fact that our approach enables the tester to indicate for what part of the code test data have to be generated is of great value: this can keep the number of test cases limited to a manageable amount. This also enables the tester to incrementally increase code coverage.

## 5.2 Future work

In the course of this project two issues became clear: the instrumentation introduced a bottleneck, and the EA in its current form is not usable in an OO environment.

In the best-case scenario this method is applied by running the code of the software under test with its current test suite, through some framework; this framework analyzes current code coverage, adds instrumentation where needed, and starts the EA. The manual instrumenting of the code, as has been done for this project, requires knowledge of programming languages and—to some extent—what the functionality of the code under test is. To make this method usable by testers, the instrumenting process should be automated.

Second, when this project was started, it aimed at generating test data for the Madymo Workspace applications. When an attempt was made to instrument a part of the Workspace code it became clear that an OO environment introduced a number of problems: the dependencies on states, boolean result values, uncertainty of execution order, and generics. The EA in its current form cannot cope with these issues. Studying literature learns that this problem has been acknowledged by Tonella in [23]. His approach for solving the issues at hand is one of genetic programming, which fell outside the scope of this work. The results achieved by Tonella look promising, and extending this work to an OO environment with genetic programming as basis is a logical step: modern software is increasingly often written in an OO language.

The automatic instrumenting option in the GNU Compiler Collection can serve as a basis for the framework, which has to be developed. This framework can have a piece of code as input, with the current test suites. It can then automatically analyze the current
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Although this work produced very promising results, it is unlikely that the algorithm in its current form is usable for TASS testers. We have given a proof of concept indicating that an EA can increase code coverage, making ET a promising technique for TASS; however, the issues mentioned under Future Work have to be solved before a ‘normal’ tester can benefit from ET. A tester does not want to write code (instrumentation), or maybe even has no knowledge of programming languages. When our concept is placed inside a framework, adapted to an OO environment, with an automatic instrumenter, a considerable amount of effort and money can be saved. At the same time the code coverage can be raised to a theoretical 100%, making it possible for TASS to design tests much more efficient without operations being too difficult or technical for testers.
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Appendix A

Glossary

In this appendix an overview is given of used abbreviations.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AL</td>
<td>Approximation Level</td>
</tr>
<tr>
<td>CFG</td>
<td>Control Flow Graph</td>
</tr>
<tr>
<td>EA</td>
<td>Evolutionary Algorithm</td>
</tr>
<tr>
<td>ET</td>
<td>Evolutionary Testing</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic Algorithm</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>KLOC</td>
<td>1000 lines of code</td>
</tr>
<tr>
<td>OO</td>
<td>Object Oriented</td>
</tr>
<tr>
<td>QA</td>
<td>Quality Assurance</td>
</tr>
<tr>
<td>SE</td>
<td>Software Engineering</td>
</tr>
</tbody>
</table>
Appendix B

Program Sources

Listing B.1: Source of Triangle classification program

```cpp
#include <iostream>
#include "triangle.h"

using namespace std;

int tri_type(char a, char b, char c) {
  int ttype;

  if(a > b) {
    int t = a;
    a = b;
    b = t;
  }

  if(a > c) {
    int t = a;
    a = c;
    c = t;
  }

  if(b > c) {
    int t = b;
    b = c;
    c = t;
  }

  if(a + b <= c) {
    ttype = NOT_A_TRIANGLE;
  } else {
    ttype = SCALENE;

    if(a == b && b == c) {
      ttype = EQUILITERAL;
    } else if (a == b || b == c) {
      ttype = ISOSCELES;
    }
  }

  return ttype;
}
```
return ttype;
Listing B.2: Source of atof()

```c
#include <errno.h>
#include <ctype.h>
#include <math.h>
#include <float.h>
#include <stdlib.h>

double atof(const char *str) {
    return strtod(str, NULL);
}

double strtod(const char *str, char **endptr) {
    double number;
    int exponent;
    int negative;
    char *p = (char *)str;
    double p10;
    int n;
    int num_digits;
    int num_decimals;

    // Skip leading whitespace
    while (isspace(*p)) p++;

    // Handle optional sign
    negative = 0;
    switch (*p) {
        case '-' : negative = 1;
        case '+' : p++;
    }

    number = 0.;
    exponent = 0;
    num_digits = 0;
    num_decimals = 0;

    // Process string of digits
    while (isdigit(*p)) {
        number = number * 10. + (*p - '0');
        p++;
        num_digits++;
    }

    // Process decimal part
    if (*p == '.') {
        p++;

        while (isdigit(*p)) {
            number = number * 10. + (*p - '0');
            p++;
            num_digits++;
            num_decimals++;
        }
        exponent -= num_decimals;
    }
```
if (num_digits == 0) {
    errno = ERANGE;
    return 0.0;
}

// Correct for sign
if (negative) number = -number;

// Process an exponent string
if (*p == 'e' || *p == 'E') {
    // Handle optional sign
    negative = 0;
    switch(*++p) {
        case '-': negative = 1;
        case '+': p++;
    }

    // Process string of digits
    n = 0;
    while (isdigit(*p)) {
        n = n * 10 + (*p - '0');
        p++;
    }

    if (negative)
        exponent -= n;
    else
        exponent += n;
}

if (exponent < DBL_MIN_EXP || exponent > DBL_MAX_EXP) {
    errno = ERANGE;
    return HUGE_VAL;
}

// Scale the result
p10 = 10.;
if (n < 0) n = -n;
while (n) {
    if (n & 1) {
        if (exponent < 0)
            number /= p10;
        else
            number *= p10;
    }
    n >>= 1;
    p10 *= p10;
}
if (number == HUGE_VAL) errno = ERANGE;
108     if (endptr) *endptr = p;
109     return number;
111 }
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